CONSTRUCTION AND EVALUATION OF A THREE-DIMENSIONAL DISPLAY
FROM A TWO-DIMENSIONAL PROJECTION SURFACE
BASED ON THEORETICAL CONSIDERATIONS OF
METRIFICATION AND AFFINE SPACE

by

THOMASD. WASON

A dissertation submitted to the Graduate Faculty of
North Carolina State University
in partial fulfillment of the
requirements for the Degree of
Doctor of Philosophy

PSYCHOLOGY

Raleigh

1993

APPROVED BY:

Chair of Advisory Committee



BIOGRAPHY

Thomas Dimock Wason was born in Albany, New York, in 1942. He received his
Bachelor of Science degree in Mechanical Engineering from the Massachstétite of
Technology in 1964. He received his Master of Science degree in Experimental &sgychol
from North Carolina State University in 1983. His thesis topic was "Auditory au&baton:
an experimental study of central nervous system processing of direct anc:deieetch
sounds." This doctoral dissertation reflects his continued interest in timasstdiprocessing
in the central nervous system.

Mr. Wason worked for Texas Instruments in Dallas, Texas, and RCA in Plymouth,
Michigan, in optoelectronics research and development. He was a consultant for arang ye
technology development. For eight years he was president of Allotech, Inc., Raleidph, Nor
Carolina, which developed new concepts in the human-computer interface. Alloteghdecei
funding from the National Aeronautics and Space Administration, the National lestatiut
Health, the Federal Aviation Administration, and the Department of TransportatmentR/
he was Vice President of Development for Cardiovascular Diagnostics, InearBfe3riangle
Park, North Carolina. He lives with his wife, Marianne, and their cat in Raleaih N

Carolina.



ACKNOWLEDGMENTS

This dissertation has had a long gestation. The patience and contributions of Dr. Donald
H. Mershon, Dr. Sharolyn A. Converse, and Dr. Dennis R. Bahler are greatly appreciated.
Without their suggestions and insistence on a proper experimental design, the @ddlts w
have been forever murky.

Dr. James W. Kalat, my academic advisor, has been a continued source of
encouragement and inspiration. He has been exceedingly patient. Dr. Kalat'sechtiefyl
has been invaluable; he has worked diligently to help me clarify the expressioreof thes
complex ideas. Dr. Kalat's broad knowledge of biological processes in psychology were
particularly valuable.

I am particularly indebted to Dr. Joseph Lappin of Vanderbilt University. For many
years | worked with him in his laboratory on the early stages of development dfitiee af
shear-strain structure from motion display, under funding from NASA, the Nationaltest
of Health, and the U.S. Department of Transportation. His hospitality, insights, anssibes
have had significant impact upon me and my research. It is a rare opportunity to ketesoci
with one so skilled in both theoretical and experimental disciplines.

| am indebted to William C. Troxell of Kalix, Ltd, Glen Burnie, Maryland, who has been
most helpful in resolving the complexities of the computer hardware and software. His
continued encouragement is appreciated.

This dissertation would never have been started, much less completed, without my wife
Marianne D. Wason. She has encouraged, supported, and assisted me in many ways. She is a
fine editor; | have relied upon her a great deal. She is the one who encouraged me to undertake
an academic program to pursue my interests, and has stood by me, though thick and thin, all of

these years.



Page
TABLE OF CONTENTS ..ottt ettt e et e e e e e e e e e e e e e e e e e nnnnre e s iv
LIST OF TABLES ...ttt e e e e e e e e e e e e e e s e e e e e e e e e e e aann vii
LIST OF ILLUSTRATIONS ...ttt ettt e e et e e e e e e s viii
1. INTRODUGCTION ...ttt ettt e et e e e e e e e e ettt e e e e e e s e e bbb e e e et e e e e e e e e annnreenes 1
R (=TT o £ PP PP PP PP SPPPPPPP 2
1.2, SyStemM REQUITEIMENTS ......uiiiiiiiieeii ittt e e e e e e e e e e e e e e s reeeeeas 2
R O = Tol ¥ 1 (0] o PP PP PP PPPPPPPRPPTR 3
Li4. OVEIVIEW ...ttt ettt e oottt ettt e oo 44 et ettt e e e e e e e e bbb e e et e e e e e e e e nnnnene s 3
2. STRUCTURE-FROM-MOTION .....oititiiiiiiiiiiiiiie et e e e e e 5
2.1. Aperture Model of Visual PErception .............ccooiiiiiiiiiiiiiieeeeiieeee e 5
2.1.1. Models of the Central Nervous SYSIEM.........ccceoiiiiiiiiiiiiiiiieee e 10
2.1.2. APEITUIe PriNCIPIES. .. ...ttt 12
2.1.3. Multiple Subaperture (Array) SYSIEMS. .......cuiiiiiiiiiiiiiiieiie e 17
2.1.4. An Aperture Model of the Early Visual System. ..........ccccceviiiiiiiiiiiiiiieeneen. 19
2.1.4.1. OpPtCAl APEITUIE ...ttt e e 19
2.1.4.2. Neurophysiological APErtUIe ...........ccuiiiiiiiiieeee e 23
2.2. Concepts of Spatial STIUCTUIE .........cuiiiiiiiiiiii e 30
2.2.1. The Nature of Euclidean SPace............ooouiiiiiiiiiiiiiiiie e 31
2.2.1.1. OrthonOrmMal SPACE.......ceviiiiiiiiiiiiiieie e 32
2.2.1.2. CoUPIING Of AXES....cciiiiiiiiieiiie ettt 32
2.2.2. ATING SPACE ...ttt 36
2.2.2.1. DECOUPIEU AXES ....oviiieiiieeeiiieit ettt e e e 37
2.2.2.2. "UNEQUAI" AXES ...ttt 40
2.2.3. Principle of Affine EQUIVAIENCE ... 40
2.2.4. Perception Of SPACE ......cciiiiiiiiiit ettt 49
2.3. Perception of Affine Structure from MOtION.............oovviiiiiiiiiiiii e 50
2.3.1. Perception Of MOUION. .......cciiiiiiiiiiei e 50
2.3.2.  Affine Structure-from-MOLION ..........cooiiiiiiiiiiiii e 51
2.3.3. SPAtial STIUCTUIE .......uiiiiiiiie e 57
2.3.3.1. Affine Space RESCAlING .....cuuiiiiiiiiiiiiiiiie e 57
2.3.3.2.  ATfINE SNEAI-SIIAIN ....ceeiiiiiiiiiiiiii et 58
P2 S 1Y (o1 [0 o PP PP PPPPPPPPRPPN 58

TABLE OF CONTENTS



2.4. Implementation of an Affine Space DiSplay ...........cuuevieiiiiiiiiiiiii e 61

2.4.1. Multiple Subapertures with Micro-Shear-Strains ...........ccccccceviiiniiiiiieieneeeenn. 61
2.4.2. The PSEUUOSACCAUE..........uuiiiiiiiiieeeiiiiite ettt e e e e e e e e e e e e 66

2.4.3. Gross Offset Affine Shear StraiNS............coiiiiiiiiiiiiieeee e 67

3. SCALING OF AFFINE SPATIAL STRUTURES .......cooiiiiiiiiiieeeeee e 68
3.1. Scaling the VEeCtorfield.............ooui e 68
3.2, SCAlING HIBIAICNY .....uiiiiiiiiiii e e e e e e 69
I I S 1= To [ 1= (o3[ o R PO P PP P PPPPPPPPPRPPPP 69

3 O ] o |19 - [0 ] o P 70

1G22 T - 1 (o 111 F= 11 o] o S 71

3.2.4. MetrifiCatiON.....coee e 74

3.2.5.  ADSOIULE SCAIING.....uuuiiiiiiiieiiiii e 75

TR T ] {1 [ (1] £ PR 76
3.3.1.  GlODAI STIUCLUIE ... e 76

3.3.2.  SYMIMETIIES ...ttt e e e e e et e e e e e e e e e aaaes 80
i, PISPECHIVE ... ..ttt ettt e et e e e e e e 81
3.4.1. Non-affine TransSformMation.............ueeieiiieiiiiii e 83

3.4.2.  AMiNe TranSfOrMatioN..........uueuuiiiiiiiiiiiiii e e e e e e e e e 84

3.4.3. Semi-affine TransSformMation .............ooooiiiiiiiiiiii e 84

3.4.4. Application of AffiNiNg LEVEIS .........coooiiiiii e 85

4. EXPERIMENTAL METHODS ..ottt ettt 86
4.1, EXPerimental DESIGN ..ot 86
B2, DISPIAY e eeeeeeeeeiee ettt e et e e e e e r e e e e e e e a e 97

ST o4 =] U | 1 ST P PP PPPPPPPP PPN 102
5.1, GroUP RESUILS ...coiiiiiiiiiite ettt e e e e e e e e e e 102
5.2, INAIVIAUAI RESUILS ...ttt 113

6. DISCUSSION ...ttt e e et e e et e e e e s e e bbb e et e e e e e e e e e nrreeeeens 115
L 200 I @ o Tor 11 153 o] 1 115
6.2. The Affine Intermediate in DISPIAYS ........cccuuiiiiiiiiieei e 119
6.3. TopiCS FOr FULUre RESEAICH .........ouiiiiiiiiiiii e 121

7. REFERENGCES ...ttt e e e e e e r e e e e as 123



8. APPENDIX

Programmed INStructions t0 SUDJECT ............uviiiiiiieieii e

Vi



Table

Table 3.1.
Table 4.1.
Table 5.1.
Table 5.2.
Table 5.3.
Table 5.4.
Table 5.5.
Table 5.6.

Table 5.7.

LIST OF TABLES

Page

SCaliNg NIEIAICNY. .....eiiiiiiiee s 71
Metric level risers and OffSEtS. .........eeiiiiiiiiiiiii e 91
Responses compared to stimuli presented............ccceeeeeeeieeeie, 103
Parameter estimates and SignificanCe teStS. ... 109
ANalysis By MetriC [eVel. ... 110
Normalized pyramid image versus scale height. ..........ccccevvveiiiiiiiiiiiiiiiiiiinn, 112
Image variable in ANOVA MOAEL. ........ooviiiiiiiiiiiiiiiiicee e 112
Repeated measures ANOVA. ... 113
Individual SUDJECES' FESPONSES. ......viiiiiiiiieieei it 114

vii



Figure

Figure 1.1.
Figure 2.1.
Figure 2.2.
Figure 2.3.
Figure 2.4.
Figure 2.5.
Figure 2.6.
Figure 2.7.
Figure 2.8.
Figure 2.9.

Figure 2.10

Figure 2.11.
Figure 2.12.
Figure 2.13.
Figure 2.14.
Figure 2.15.
Figure 2.16.
Figure 2.17.
Figure 2.18.
Figure 2.19.
Figure 2.20.
Figure 2.21.

Figure 2.22.

LIST OF ILLUSTRATIONS

Page
VECOr-SCAlAN PrOUUCT. .....eieiiieee it 4
SIMPIE 1ENS SYSIEIM. ..o 13
Behavior of two simple optical SyStemS.........cccviiiiiiiiieiieee e 14
RAAI DEAIM. ... 17
Mask with two subapertures (N0IES). ..........ccciiiiiiiiii 20
Cross-section of binocular @perture. ... 21
SINGIE VECTON . ..t e e e e e e e 22
VEIMIET OfFSEL. . 27
Normal Cartesian coordinates for Euclidean space. .........cccccccevviiiiiiiinnneenn. 33
Rotational coupling in Cartesian coordinates. ..........couevvveeevieeeiieeiieieieeeiiennnens 35
CINEKKEI CUDE. ... 39
Shear strain deformation. ...........ocuiiiiiiiiii e 40
Modular processing MOEl. ...........cuuuiiiiiiiiie e 45
F Y 0 TSI (0] o o PP PPPRPPRR 48
Rotation in NoN-0rthogonal SPACE. ...........occiiiiiiiiiiee e 49
Figure with equal height and Width................ccviii 53
Filled spaces appear longer than empty ONES. .........ccooiiiiiiiiiiiiiieeeeeniieee 54
Mid-section of lines are equal. .............ooevieeiiiiiiiiiiiee e 54
The ZOINEr IlIUSION. ... 55
Cubic figure WIth lINES. .......coiiiiiiii e 55
Disparity drive dECAY. .......cceviiiiiiiiiiiieee et 60
Centerline-based gEOMELIY.........ooi i 62
Rotation for aperture POSITIONS. .......uuieieeiiiiiiiiiei e 62

viii



Figure 2.23. Shear strain for aperture POSItIONS. ............eeiiiiiieiiiiiiiiiiieeeee e 64

Figure 2.24. Parallel shifts of lines in depth.............oooiiiiiii e 64

Figure 2.25. Circle Of APEITUIES. ......cooiiiiiiiee et 66

Figure 3.1.
Figure 3.2.
Figure 3.3.
Figure 3.4.
Figure 3.5.
Figure 3.6.
Figure 3.7.
Figure 4.1.
Figure 4.2.
Figure 4.3.
Figure 4.4.
Figure 4.5.
Figure 4.6.
Figure 4.7.
Figure 4.8.
Figure 4.9.
Figure 5.1.
Figure 5.2.
Figure 5.3.
Figure 5.4.
Figure 5.5.

Figure 6.1.

Recursion figure from Lappin and Wason (1991). ......cccccovviiiiiiiiieeeeennnnns 73
Self-scaling "Rat Cage.".......oooi it 74
Cube Of recursing ElemMENTS. .........uuiiiiiiiiii e 77
[T B (0T PP 78
Two-level structural hierarchy. .........ccccoooii e 79
Three-level structural hierarchy. ...........cceeeeiiiiii e 79
Perspective depth span relative to vectorfield............cccoeeeeeee 83
The top view Of & PYramid. .........ccooioiiiiiiiiiiicee s 87
A typical display SUHMUIUS. .........oooiiiiie e 88
Profiles of the stimulus pyramids in affine space. .........cccccceeeivii e 89
The four MEtriC SIIUCTUIES. ......uiiiiiiiieeeeee e 90
Metric shear-sStrain OffSETS. ..........ouiiiiiiiiiii e 91
A shear-strain shift for producing affine structure..............ccccccceeiiiiiiiiiiinnn. 93
The same affine pyramid in two affine Spaces. ..........cccccceeeiiiiiiiiiiiiiiieeeees 94
RESPONSE SCAIR. ... 96
Examples of pixel @li@Sing. .......cuveiiiiiiiiiiiiiiee e 99
Mean responses to stimuli wth Std. dev. ... 102
Metric and affine means of all FEeSPONSES. .........ccovviiiiiiiiiiieeee e 105
A MELTIC = 0 IMABYE. ..eeeeeieeeee ettt e e e e e 106
Response means for each metric level. ... 107
Response means for each affine level. ... 108

Perception of Metric SIrUCTUIE. ..........uuiiiiiiiie e 117



1 INTRODUCTION

Space andtime are commonly regarded as fteems of existence of the
real world,matter as itssubstance. A definite portion of matter
occupies a definite part of space at a definite moment of time. Itis in the
composite idea ahotion that these three fundamental conceptions enter
into intimate relationship.
Hermann Weyl
Space Time Matte(1921)

The amount and complexity of information we must deal with is constantly actejerat
The general introduction of computing power into the hands of ordinary people has not simpli-
fied this problem; it has compounded it. We can now collect and calculate enormous bodies of
data that we must somehow assimilate. This information ranges from thecesotieel
ordinary: astrophysics, nuclear physics, fluid dynamics, meteorology, demographics,
geographic information systems, systems management, marketing, finamtcestertainment.

Traditionally, graphics have been used to depict information—from cave walls to
computer screens. We have outstripped the capabilities of flat displays to préEsemition
(e.g., Friedhoff & Benzon, 1989), and are moving into the third dimension in space for display.

The general model for three-dimensional displays is stereoscopic, in whiclyslight
different images are presented to each eye to produce the perception of spaceinigree-
sional stereoscopic displays are available in a number of forms (cf., Okoshi, 1976).typites
cally require special glasses which many users find cumbersome. Knowledge oéhow w
perceive space can be used to generate the perception of space from a two-dihsemfiopa

without glasses. A useful projection surface is a computer-driven cathode rag@ Ribe (



Depth displays are frequently developed by using rules of thumb and trial-and-error to
make design decisions. Descriptions of space, and of the visual system thatpeuace,
can be restructured in order to be understood more readily. Using this restructurppaskpro
to demonstrate that a useful spatial display can not only be created from sefat scrt that

the perceived depth can be controlled by design, using commerically available eguipme

1.1. NEEDS
The accessibility of any technology can be described as follows:
GOOD
FAST
CHEAP
Pick Any Two.
This description applies at several levels: development, purchase, and use. The
operating target for the system to be developed is that it 1) be relativelyrisaxpto
purchase, 2) provide adequate but not necessarily photorealistic three-dimensitalal spa

renderings in close to real time, and 3) be usable by those not skilled in computer graphics

1.2. SYSTEM REQUIREMENTS

The display objective is to develop a process that will operate with:
- a conventional personal computer
- a conventional non-interlaced CRT display (pixel based)
« no special optics or glasses
- agraphics accelerator circuit card.
The model user is a person who sits at a desk or workstation with a keyboard and CRT in

front of him/her. The system is useful for normally sighted people in a normal affitere



ment with low to moderate light levels. It requires no more room than a conventiomalgbers

computer and operates in essentially the same environment on a desk top.

1.3. EXECUTION

The objective of this study was to develop a working three-dimensional display and to
evaluate the possibility of predicting and controlling people's perception of sgiatizture,
based on theoretical considerations. Given the many possible applications of suclya displa
there was no optimal display; guidelines for developing a good display for diffexeattsis
are presented later in this dissertation. These guidelines are based on aa&toroithe
description of the early visual system and of the structure of three-dimengianal sThe

display software was developed by the investigator.

1.4. OVERVIEW

This spatial display process is based on the phenomenon of the perception of structure-
from-motion. The phenomenon was reported by Wallach and O'Connell (1953) and was given
the name "kinetic depth effect" (KDE). This concept has been incorporated into the more
generalized expression structure-from-motion (SFM), which includes, in additionEotK&®
stereokinetic effect (SKE, Musatti, 1924), structure from optic flows, and motiafigpar
These concepts can be included under a description of spatial geometries and an apegture m
of the visual system, which together formulate the three-dimensional displ&ggroc

The perception of depth from stereopsis results from binocular parallax.
Neurophysiologically, this process converges on some central nervous syst8jirs{ftidtures
common with those active in structure-from-motion (Nawrot & Blake, 1989, 1991; Tittle &
Braunstein, 1993; Cornilleau-Pérés & Droulez, 1993). Parallax (e.g., structure-&tbomm
provides an unscaled vectorfield in which the relative vector lengths and sigespood to

sequence in depth for the features in the visual scene. This vectorfield is sdefgshdently



from the vector generation process, through monocular factors. The product of theealdctorfi

and the scalarfield produces the perception of spatial structure (Fig. 1.1).

Vectorfield —{ X ‘e—Scalarfield

Spatial
Perception

Figure 1.1. Vector-scalar product.

How the vectorfield is developed in the perceptual system through structureafstom
will be presented in four parts: 1) an aperture model of the brain's visual systeminajure
of space itself; 3) perception of affine spatial structures; and 4) the velddiplay that
generates structure from motion.

A goal of this disertation is to develop a means of displaying information on a two-
dimensional screen that people will perceive as three-dimensional, and to rediature of

that perception.



2. STRUCTURE-FROM-MOTION
I have divided the disscusion of the perception of spatial structure-from-motiolayaral
into three sections:
1. A model of the visual perceptual system
2. Concepts of spatial structure

3. Implementation of a structure-from-motion display.

2.1.APERTURE MODEL OF VISUAL PERCEPTION

I shall present a model of perception based on the scaling of affine structures vilhich wi
lead to a three-dimensional display. The display creates the perception ofsipattate
through the independent generation of affine structure and structural metrics. n&rs#dfiic-
ture is an unscaled structure. Affine transformations of Euclidean space, andtnfdhees
which lie in it, will be discussed below. The displayed space is mapped into an affiee spac
created by structure-from-motion (SFM) with decoupled axes. Affine, or unscaled,ispac
discussed below (Section 2.2.). The perception of affine structure is generated thidugh SF
Structural metrics are generated through ordination, cardination, and médrificahese
metric terms will be defined below (Section 3). The hypothesis is that strunturelative
scale (metrics) can be independently manipulated under carefully prescribetosndit
demonstrating the independence of the processes of the perception of affine structure and
metrification. The experiment independently varies the depth vectorfield and delaih s
demonstrating that uniform variation of the vectorfield (ratio-ed change oveistra field)
produces no change in perceived depth, but that changes in the scalar fields control the
perceived relative depth.

The perception of spatial structure employs eight principles, which will be exgliaine

the course of this dissertation:



1. Structures are perceived as affine transformations of Euclidean space

(E3) in all directions, not just depth.

2. Stable affine transformations of the same space gperakptually

equivalent, although geometrically different.

3. Orthogonality is perceived through rotational coupling and the inherent

coordinates of object structure(s).
4. Affinely perceived structures require metric scaling.

5. There is a hierarchy of affine structure scaling levels: sequence,
ordination, cardination, metrification, and absolute scaling. These

will be discussed below.

6. Affine structures are subsequently scaled principally through the con-

gruence of recursive elements and/or motion.

7. Perspective can be approximated locally as affine scale and shear-

strain transformations of Euclidean space.

8. The same hierarchies of metric structure perception that apply to an
object withinan affinely defined subspace can also apply between
subspaces that are individually locally affine transformations of
Euclidean space.
The understanding of visual perception is by no means complete. Visual perception is
more than a geometric process in which a scene is re-mapped onto the retina. The concept of

reaching out with the eye to grasp the external world begs the question of how visual

Y ocally, perspective space can be modeled as riettipy a scale factor for distance and a sheairstteformation
to compensate for being off the visual line-of-sigh



perception occurs. Under normal circumstances, the structure and scaling of wiercdlved
objects is relative to the object, rather than to the observer. How does an objecterm—a sc
scale itself?

Pre-17th century models of visual perception presumed that the external world was
directly grasped by the central nervous system through the sense receptossthé Mmab
scientist Ibn al-Haytham (or Ibn al-Haitham, Latinized to Alhazen, 965-1041) who first
proposed that vision was the procesadrittinglight into the eye, not the processemhitting
something (Gray, 1989, pp. 44-45). A central question of his time was how one is able to per-
ceive something large through an aperture as small as the pupil of the eyethalitags the
first to employ geometrical principles in the study of vision. He was not ableawcikrthe
inverted image on the retina with veridical erect perception; hence the Iers\attractive
organ of sensation. He concluded that the lens was the sensitive organ, and that vision was
based on the reinforcement of optical rays striking the lens perpendicular to tloeitead
surface that allowed directionality to light sensitivity. He recognizetdftkize direction from
which light emanated could not be discerned, it would not be possible to perceive the external
structure’

Leonardo da Vinci (AD. 1452-1519) was also unable to reconcile the inverted image
problem. He conceived of an eye that maintains the erect image through refraojestiny
it into the (presumed) hollow optic nerve to be carried to the liquid-filled vesdrafl the
brain, where sensation occurred. da Vinci formulated an eye as a gassam obscurahat
"piped" the image up into the brain. Some sort of homunculus viewed the image.

It was not until 1583 that Felix Plater (Crombie, 1964, p. 4) proposed that the retina, not

the lens, was the photosensitive organ. Kepler ushered in the 17th century and what Crombie

2The compound eye of the insect solves the prohfeamanner not dissimilar from that proposed biajtham.



terms the "mechanistic hypothesis" (Crombie, 1964) with the concept that the eyestaat be
ied as an optical instrument. Kepler followed the processes of visual perceptiopdinthe
where the image is projected onto the retina, leaving it to the "natural philosojhéesilce
that which was beyond mathematics (i.e., beyond geometry). Geometry relatagds,inot
to perception.

The transition from a holistic view to a reductionist view was, in the opinion of Ceombi
(1964), fundamental to the development of the scientific method. In the study of visual percep
tion this transition was embodied as a change from theories of the direct percegimmof t
ternal world to a commitment to reduce vision and other natural phenomena to mechanistic
processes. This change, which occurred at the end of the Renaissance in the 17th century,
made science as we know it possible, for it provided an organized structure fagatiast
wherein one could deduce that which was, and was not, knowable with current methods.
Descartes reduced the processes of perception to the extreme, maintainingiihzdlsthere
was no perception at all: stimulation produced motion directly. Perception was, ifljcanwi
epiphenomenon occurring only in humans.

We are currently in the midst of blending the reductionist viewpoint with a modified
holistic viewpoint. Chaos theory maintains that the behavior of the whole cannot akvays
accurately predicted from the behavior of the parts. The ensemble may behave in-an unex
pected way (e.g., Ruelle, 1989; Stewart, 1989). Stewart (1989) argues that until rgeently
studied onlythose problems that could be reduced to (linear) parts. The rest were considered
"special cases."

This historical sketch puts the current work in visual perception in perspectiveonG
(1950) maintained that one could not deduce the behavior—perception—of the whole from the
sum of reduced-case visual phenomena. Perception, he argued, was of the whole. He did not

provide an effective working alternative for the analysis of visual peocefitowever.



The development of an understanding of the processes of visual perception has entailed
understanding the underlying neural processes. The retinal image is no longenedasi
"projected" over the optic nerve back into the central nervous system. The relommpsig-
nificant local transformations on the patterns and changes in light. As outlined below, the
ganglion cells are effectively overlapping transforming sub-apertutbsiiffiering filter or
gain characteristics. The image itself is virtually an epiphenomenon; we dac&ivpahe
retinal image. Instead, perception involves coordinated transformations throogh ma
subapertures.

Just how the perception of spatial structure occurs is still largely a sny#tera first
step, the external structure is optically mapped onto the retina. This is stnaigintf.

Mapping from one coordinate system to another is conceptually analogous to this piping func-
tion. Visual perception does not simply entail processes of re-mappings from anlg3terna
dimensional coordinate space onto a 2-dimensional retinal coordinate space. It &yapears t
retinal coordinates are of limited use in the central nervous system (CNShstance, we can
fuse images on the two retinae even when corresponding points do not fall on homologous parts
of the retinae (Burt & Julesz, 1980). This fusion is necessary for the perception of three
dimensional structure. Fusion follows three-dimensional organization. Using a binocula
display with disparity to produce depth perception, Green and Odom (1986) found that corre-
sponding points that were matched in depth in two successive images fused in appaent mot
Subjects presented with two image correspondence alternatives that werstaajuidtinally
formed same-depth correspondence (versus different-depth) 100% of the time. On tbke basis
retinal coordinates alone, correspondences of targets at the same and diffehsnivdept

equally likely. Image correspondence was linked to 3-D proximity via a dispaeityc in the
binocular displays. The visual coordinates are not Euclidean, but affine (stretchy).

The perception of spatial structure of an object becomes a three component process:



1. The perception of affine structure

2. Perceptual scaling of a scene or object relative to i{Hei$ is the perception
of metric structure; "metric" will mean relative scale within the obije

this discussion)

3. Perception of true size or the absoktealing of the relatively scaled object.

A coordinate system is an invention, a convenient method of describing a space. There
is, of course, no absolute reference system. In the study of perception, one can consaler seve
possible references: the observer's eye, the scene, and the coordinategeetatih object in
the scene. A self-referenced, egocentric coordinate system appears under cedwmdi-
tions. To maintain such a reference system operationally in the real world,phsmnamena
such as displays, movies, and photographs require compensating "computations” in order to
achieve veridical perception. In spite of many models, the CNS does not appear to be a
"computationally driven" system, at least in the most literal sense ofrthe teis a system of

thresholds, diffusions, and neurochemistry.

2.1.1. Modelsof the CentralNervousSystem

The operation of nervous tissue,.ergeuropile, is generally modeled as either computa-
tional or as properties of materials. In a computational model, neuropile is consiered t
perform algorithms. In a material model the neuropile behaves in a certain maamesalt
of its properties. The computational model is currently the predominant one, its egpbrati
attempting to discern the algorithms that underlie the processes of the cantyabrsystem
(e.g., Marr, 1982; Poggio & Girosi, 1990). Modeling the behavior of a system with an algo-
rithm does not mean that the system executes an algorithm. The conceptual diffeteees
a computational model and a properties model is exemplified in a planetary system. The

planets move in orbits about the sun because of the behavior of masses in motion in gravita-
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tional fields. There is no algorithm being performed. The behavior, i.e., orbital motion, can be
computationally modelled. Physicists do not presume that their computational modiblegesc
a computationabperation that produces plantary motion. Similarly, the operation of a lens can
be described mathematically, but the lens does not perform a mathematicthmmlgéilens
behaves in a certain manner with respect to light based upon the physical propdradigbf t
and lens. CNS properties models are more likely to include biochemistry, diffusicinge
chemical potentials, ions, and glial cells in addition to neurons and synapses (e.g., Nobili, 1987;
Xu & Li, 1986).

The difference between computational and properties models is sometimes reduced to
semantics. Dictionary definitions of "computational” specifically refanathematical proc-
esses and algorithms. Mead (1989) proposes a new definition of "computational” to bridge this
difference. His definition relates to the behavior of non-linear analog circugandtiels are
local mathematical models, i@t the level of the neuron. He then develops silicon subcircuits
to represent neuronal properties in an attempt to develop ". . . an ideal synthetic medium i
which neurobiologists can model organizational principles found in various biologiteinsy/s
(p. xii). Mead's models are essentially "properties” models of nervous tisstteindorporate
the organization of its constituent units.

The value of an aperture model is that it permits algorithmic or computationallimgpdel
of processes without mistaking the algorithm for the actual operational behather of
(nervous) system. Neuropile is an extremely anisotrophic and non-linear mediara, as i
computer chip. This gross similarity is not to be mistaken for operational siynilan
aperture model is essentially a "properties of a medium" model.

We can consider a visual display as projecting the components of spatial information t
the apertures of the visual system. Two types of apertures will be considered:

1) the optical aperture synthesized from the two eyes and
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2) the neurophysiological aperture.

First, we shall consider the general principles of apertures, and then apply them to the
human visual system.

An aperture is a "hole through which information passes.” The concept is used in optical
systems, radar, and radiotelescopy, among others. Significantly, the concept ofuae &per
used in systems that transmit radiant information (e.g., slide projector$yeradermation
(e.g., cameras) and those that do both (e.g., radar systems). An aperture may gather and r
range information, and it may filter out information, but, strictly speaking, it doesdadoin-
formation to the flux. | shall review briefly the principles as they relate tapbeture model.

First, it is useful to describe the essential components of a simple aperture.

2.1.2. AperturePrinciples

The general principles of apertures can be demonstrated with a simple digalizens
system. The information flux (i.e., light) flovisrough the lens aperture; consequently, the
aperture is generaliyormal to the flow of information. Most apertures perform some trans-
formation on the flux transmitted through it. For instance, a convex lens focuses light by
bending the light toward the lens axis: the farther from the axis in the apertughttalls,
the more that it bends the light. Another way to describe the transformation perforaed by
convex lens is to say that it produces a variable phase delay in a wave fronafaitisg the
aperture. The phase delay decreases across the aperture from the centemirdaidy) to
the edge (minimum delay).

A thin lens system is depicted in Fig. 2.1. At the base of an arrow an object point source
of light, P, at a distancé, from a lensL., projects light to the lens apertufe, which is
focused by the lens to an image pofyt,which is a distancd ; behind the lens. The center of

the lens is the nodal plarfe,, of the lens. The diameter of the lens defines its apefuras a
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circle of diameteD. For a thin lens with a focal length &f, the relationship between focal

length and image and object positions is:

1 1 1
= — + —. (Eq.2.1)

f £,

fo

L
W
LS

fi ————

Figure 2.1. Simple lens system.

Now consider two systems each with two object points, one point,
P;, which the system focuses as an image on a screen, and aRpitehindP;, which the
system focuses in front of the screen (Fig. 2.2). Of the two systems, the sydtehevarger
aperture (Fig. 2.2a) more sharply focuses the images, producing a sharpePihagé; on

the screen, while also focusing the imdgg, of P, awayfrom the screen, producing a larger
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blur circle for it on the screen. Thus we can say that the larger system apestides better
spatial resolution not only of the points, but also between them in depth. This ability of a
system to sharply define sources (e.g., to image a feature, to resolve betoésatuves) is a
measure of the qualities of the aperture. One can think of the larger apertwtdesrbeing
able toresolvebetter than the smaller one. This is also reflected irf thetops of camera
lenses. Thef - stop is the focal length of the lens divided by the diameter. The lowdr-the

stop humber, the sharper the image in space and the shallower the depth of field.

Figure 2.2. Behavior of two simple optical systems.

System a) with a larger aperture, b) smaller aperture.

A lens forms an image by focusing the light falling across its apeAurento a screen.
Several things can affect the quality of the image. As mentioned above, thedssteape of

the aperture will have direct effects. For high quality optics, the largepéntiee, the better
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the image. The light emanating from a point is coherent and in phase, meaning that all the
wavefronts are aligned, or synchronous. [This is true even for a point source of "incoherent
light"; the coherence path length is just short.] If the light waves arrive urs foith the phase
relationship maintained, the image quality will be limited by the diffractionacheristics of
the aperture.

Coherences a measure of the degree to which spatially or temporally separated
phenomena have a stable known or knowphkese relationshipvith each other. Phenomena
can becoherentwithout beingsynchronous This distinction is significant. A laser operating
in the proper mode (TE)J) produces photons that are all in phase; thus they are not only
coherent, the wavefronts are atgmchronous—meaning at all points across the waveform, all
of the wave points ar@multaneouslyof the same phase. For many purposes the output of a
single mode laser can be considered as one large photon. The raw, unmodulated, continuous
laser beam itself carries virtually no information. A hologram produced wieadacords the
variations in the phase relationships of the light reflected from (or traadrbif) an object.
The surface configuration of the objecbdulatesthe wavefront. The wavefronts in the holo-
gram plane are still coherent, but they are no longer synchronous. A great deal ddtinform
is carried in the phase relationships between the points in space.

Coherence is a description of the relationships among events separated in space and/or
time. The ability to preserve that relationship isdbkerence functionGagliardi & Karp,
1976, pp. 419-426). We can speak of an aperture coherence function, a spatial coherence func-
tion, and of the coherence function of the medium. Over any given region of space and/or time
there is a spatial coherence function describing the relationship of fields, orgidielus,
across that space. Frequently a spatial coherence function is made across a plane
approximately normal to the direction of propagation of the flux,(kgit, microwaves). The

flux propagates through some medium which can distort and scatter. The coherence function of
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a medium is a description of its ability to propagate a spatial coherence functiome@inen
that is of particular importance is an aperture.

Returning to our thin lens model, an ideal convex lens will transform plane waveg falli
essentially normal to its apertus, into converging bowl-shaped wavefronts. If the
coherence function of the lens is good, i.e., it has no little bubbles or variations invefract
index, the coherence of the wavefront will be preserved, producing a sharp well-defiged im
If the coherence function across the lens is not good, a poor image will resttli€ildubble
telescope). The lens can perform transforms other than focusing. For exampletiércantfi
some wavelengths, or it can have different focal lengths for different vaaxiete causing
chromatic aberrations in the image.

An aperture is described in terms of parameters, e.g., geometry, frequendiakgsgda
temporal), polarization, integration times, etc. The performance of an aperuteigion of
those parameters. An aperture does not have to be round. For example, radar antennae are
typically rectangular. The large width provides a high resolution for position of botiuthe-
ing beam and the return reflections in the horizontal plane. The small height provides poor
angular resolution for elevation. The projected beam is a vertical fan or plgn2.@ithat
will intersect aircraft over a wide range of elevations, and that will geogbod horizontal
angular resolution for position. A symmetrical, small beam would have to be scanned both
vertically and radially. As this fan-beam is swept only radially, it providster searching at

the expense of vertical resolution. Other means are used to determine decadibre
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Figure 2.3. Radar beam.

Thus far we have considered apertures of single elements: a lens and a (nerrewav
flective radar antenna. These concepts have direct application to the viseial. sgpertures

also can be synthesized out of smaller subapertures. We turn to them now.

2.1.3. Multiple SubaperturéArray) Systems.

A simple lens aperture can be divided in two. If we place a narrow strip of occluding
material, such as black tape, across the lens, almost the same imageawtidutds with the
unoccluded lens. A small amount of light will be lost—the amount occluded by the tape. If
instead of using tape, we physically cut the lens in two and set the two halves in veactl
same relationship as they had in the original undivided lens, the light from eachllhalf wi
combine as in the image plane as before. Following this logic, the original ap&rtaceild

be divided into subapertures. This approach has been used in some of the new large-aperture
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mirror telescopes, which are made up of a number of sub-mirrors which manufacguners fi
(grind) to form a single large mirror. To be effective, these submirrors nesstrpe the
spatial coherence function of the incoming light.

Smaller subapertures may not completely fill the aperture space. The sulesp@iyr
be spatially separated to sample the information from different vantage pdi@snfarmation
from the separated subapertures can be combirschtbesizea single large aperture. Spaced
subapertures can produce fine resolution limits in slisthibuted arrays Radio telescopes
synthesize a large aperture from a collection of smaller radio telescbps.dRather than
attempt to locate each subdish in some idealized geometry, the position of eachatigbeis-c
sated for by time- or phase-lagging the signals from each by an appropriate amaaintaghm
theaperture coherence functiomwithin desired limits, typically a small fraction of a wave-
length. Some radar arrays do not move at all, but synthesize the entire apeddnegriis
movement with a number of phase-adjusted elements (small antennae). Theldedare ca
"phased-array radars" (Steinberg, 1976).

Multi-element array apertures may not completely fill the total apeeixtent, as
described. An extreme example is very-long-baseline (VLBL) radiotelescopfich there
may be thousands of kilometers between the individual radio dishes. For maximumaesoluti
the effective coherence function across the aperture must be maintained. Forapme a
apertures, the locations of the elements may not be precisely known, or the propagag®n del
in the cables may be less than ideal or subject to variability. Scientists angeesgise tech-
niques in the design of multiple element aperture systems to establish andnnlagnégerture
coherence function. Such systems are called adaptsaferohering Typically they use
signals of known coherence characteristics (Steinberg 1976, pp. 212-252). We will see that
such technigues may be valuable as applied to the visual system. Frequentlgeattags

use an aperiodic or random placement of elements. This reduces artifacts whielsuttay
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from a regular, periodic arrangement (Steinberg 1976, pp. 123, 139). Multi-element arrays ¢
have coupling between the array elements, which may be beneficial or detrjrdepéadding
upon the specifics of the situation. Mutual coupling may increase the sensitity level

signals at the cost of local phase resolution and subsequent spatial resolution.

2.1.4. An ApertureModel of the Early Visual System.

The most obvious application of the concept of apertures is to the eye itself. luis usef
to first apply aperture concepts to a single eye so that the visual system caire lBasily
understood under this rubric. The aperture and element concepts applied to the eye, and to the
receptive fields in the visual cortex, provide a useful context for discussing teppen of
image features in motion and under stereopsis. From this, we can define how the dikplay wi

project onto these apertures to produce the perception of spatial structure.

2.1.4.1.Optical Aperture

The obvious aperture components of the eye are the cornea, lens, and pupil. The cornea
and lens form the initial light flux transforming components, and the pupil, formed by the open-
ing in the iris, determines the aperture size of the individual. The optical sysidates a
nearly diffraction-limited image, meaning that it passes those spaiipleéncies that could
theoretically be passed by an aperture of the pupil's size.

The two eyes acting together can be considered a single synthesized apenheébc
& Moraglia, 1992). As we have discussed, an aperture serves to gather information at
distance. Binocular vision can be considered to have a spatially distributed ap€dnsider
the description of the lens that was subdivided into two subapertures by placing a stk of bl
tape across the center of the lens. Let us extend that tape into a mask that ceveire the
lens, but has two small holes near opposite edges (Fig. 2.4). Light emanating from)point (

will fall across the entire lens mask, including the two subapertures. The liigh¢ fiocused
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to a point P'). Either aperture alone will produce a focused image of the point (Fig. 2.5). The
diameter of the apertures—the pupils of the eyes—is considerably smaller thpading s
between two eyes #2#). As a result, the ability of either of the two apertufes £,) alone to

localize the image of the point in depth is much less than that of the two aperturesrtoget

Figure 2.4. Mask with two subapertures (holes).

The two apertured), andA,, spaced at distané@# on either side of the cent&z, of
the lens can be considered subapertures of the entire binocular ager{iig, 2.5). The
depth-resolving power of the pair is significantly greater than of either oingie s
subapertures if the coherence of the two images (retinal ganglion cell trasiséatually) can
be maintained. Consider a system with two apertures that images a centr&®,ft@nked by

two points at a different depth plane. The projected image of the central point is P'.
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Figure 2.5. Cross-section of binocular aperture.

The binocular aperturdy, can be used to demonstrate the generation of the depth vector-
field, V. The image of the three points, within the middle, projected from the two subaper-
tures is depicted in Fig. 2.6 that depicts the image planes for each of the apepanseise
The upper trio of dots is projected by subaperfrehe lower by subapertufs,. Note that

the central point?', has a different position relative to the two flanking pointthe two

images. The difference between the two locations of the céttpalint relative to the
flanking points can be represented as a vedtqr,. The length of this vector is proportional to
the difference in depth between the two flanking points and the center point.

For this limited group of points, only the relative positions are important. The actual
retinal coordinates are of little consequence, as long as the correspondence Ihetwegtis
is maintained. Thus, the patteshdot spacings needs to be generated in each visual system
subaperture. The patterns from the two eyes together must then have a cohereno®athat i
tained by the visual system in order for the correspondences and patterns to be compared to

create the local vector. As discussed below (2.1.4.2.), the patterns within the subsmarture
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the subsequent coherence between the patterns from the subapertures, are possiidgllyacc
and/or motion-initiated coherent changes in the retinal images. The patterns aaitebsim
from wavelet transformations created by the retino-cortical neurahsystéhe retinal coordi-

nates are less important than the relationships represented in the local @taseshghs.

Sub-
Aperture !
Al .. .
P'
Ag L] LN

Vector Vi, A)‘

Figure 2.6. Single vector.

Optically, each eye subaperture can be modeled as a lens with a prism, since the base
separation is considerably larger than the pupil. Each eye performs a trarisfothsdt
creates its "image structure" field. The two fields are then overlaicdygima to projecting the
images through prisms so that they overlap with some plane of correspondence between
images. Overlaying the two transformed images provides a map of the loesdmtitils. This
constitutes alisparity vectorfield hereafter referred to as thectorfield V). In the visual
system it is not the images that are overlaid, but the transformations of gesitheough the
retino-cortical system apertures into lopatterns (e.g., wavelets, as discussed by Mallat, 1991;
Mallat & Zhong, 1992).

The disparity vectorfieldy , can be generated through stereopsis and/or through motion

parallax. Instead of transformed images gathered simultaneously through two tsubsper
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images can be "acquired" serially in time. The differences between tdiygeparated
images that are due to relative motions between scene and observer caly giivélaise to
vectorfields correlated to scene depth spatial structure. Thus, we can corsigetovacquire

information through apatiotemporal aperture

2.1.4.2 NeurophysiologicalAperture

The retina is ontologically part of the central nervous system (CNS), sisadeielop-
mentally an evagination of the brain. The light flux is projected back onto the retich, ves
rods and cones as the primary light-to-ionic activity transducers (photoregefttassducers
transform flux or activity of one kind into another kind. The rods are sensitive to low light
levels. Because all rods have the same spectral response charagtdrestido not discrimi-
nate colors. The cones have a lower sensitivity to light and fall into thre@cesegith
different spectral responses; therefore, the cone system provides color iitfioramdigher
illumination. The photoreceptors are not evenly distributed over the retina. The e®nes ar
more centrally concentrated. The greater the distance from the fovea, théhiewer
concentration of cones. The distribution has some radial asymmetry and individalailitari
(Curcio, Sloan, Packer, Hendrickson, & Kalina, 1987). Thus, the transduction aperture does
not have uniform characteristics over its extent. The ionic, hence electrotoniéngoupl
between the rod and cone systems varies as a function of light level (UehahasMatt
Yasumura, & LaVail, 1990; Yang & Wu, 1989; Guth, 1991; Lamb & Pugh, 1990).

The activity from the photoreceptors within the retina modulate the activignaflign
cells through a matrix of interconnecting cells. Each ganglion cell projectgla akon back
within the optic nerve to the lateral geniculate nucleus (LGN). The photorecepgtcishaper-
ture elements for the ganglion cells. There are 100 times more photoreceptoentjienmg
cells, indicating convergence. The convergence is not a simple one; there israbiesioi®c-

essing and coupling in the retina (Dowling, 1987, pp. 42-80). One can consider each ganglion
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cell as a subaperture of the entire retinal aperture. These subapertureslappioge not
simply tessellated; thus each photoreceptor will influence more than one gantjliocfhee
retinal area, or aperture, which can affect the behavior of a ganglion celeiitsleceptive
field. These are complex subapertures with specific sensitivities to the spapiarééd charac-
teristics of the light upon the photoreceptors (Dowling, 1987, pp. 33-41, 93-123; Lee, Pokorny,
Smith, Martin, & Valberg1990; Ratliff, 1965; Shapley & Victor, 1986). Thus, like a lens, the
aperture created by a ganglion cell receptive field performs a transfdrengréater the
distance from the fovea, the larger the receptive field of a ganglion cell. afigéan cell
axons project to the LGN, whose neurons project activity back to the primary visieal cor
(Mignard & Malpeli, 1991; Shou & Leventhal, 1989; Gazzaniga, 1989; Maunsell, Nealy, &
DePriest, 1990).
Recall that in multi-element electronic arrays, the preservation of pthasiige is

important. Phase is the timing relative to a particular frequency. Tempoialst in
perceptual information processing, and the concomitant importance of phase, is highly impor
tant. It is worthwhile to discuss the importance of coherence and synchrony from ayatrcept
and biological standpoint. Three questions can be raised:

1. Is the time structure of image events maintained in the early visuaingyst

2. Can differences in the time structure of an image event be perceived?

3. Is the maintenance of time structure important to perception?
The answers to Questions 1 and 3 appear to be Yes. The answer to Question 2 is No. We can
show that the time structure of image events is maintained in the earlysystexh, and that
time structure cannot be readily perceived directly, although it does have pelogpise-
quences.

In response to Question 1—whether temporal structure is maintained in the ealfly visua

system—there is good evidence supporting a positive response. Temporal coherence can be
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maintained, and there is information encoded in the temporal structures. The eafly vis
system does provide a medium with a high coherence function. At the optic disk, synchrony
for image changes as reflected in ganglion cell activity has been disruptesl tbgris-retinal
traverse time differences. The path lengths of the ganglion cell axons from the tedime
optic disc differ significantly. The propagation times of the neural action paie(gpikes)
across the retina to the disc subsequently differ by up to 4 ms. Yet, by the time the gptic ner
has terminated in the LGN, the spikes are back in phase to within less than 100 mt®sec
difference (Stanford, 1987). The resychronization over the optic tract requiresrdifieopa-
gation speeds over different axons, which is possible (Waxman, 1980; Mirsky & Jessen, 1990),
and which would be aided by mechanisms that maintain synchronization or phase-lock once it
is achieved, such as was demonstrated by Katz and Schmitt (1940) through manipulations of
electrotonic coupling between axons. Whether this medium coherence function is developed
genetically or through experience is open to question (Kuffler, 1953; Meister, Wong,,Baylor
Shatz, 1991). The frequent saccades of the visual system would provide the type of syn-
chronous stimulus useful in a self-cohering system. Saccades provide simultagtéwss, r
wide transients which can be used for establishing and maintaining coherence indhe vis
pathway (Reynolds & Skinner, 1964).

There is evidence that the retinal-LGN system provides a medium with amodénac-
tion that maintains important perceptual information. McClurkin, Optican, Richmond, and
Gwane, (1991) have demonstrated that the temporal structure of information flowingpérom
retina to the LGN is of significance. They propose that the visual system usigdexed
temporal codes to carry and process visual information (Gwane, McClurkin, Optican, &
Richmond, 1988; McClurkin, Gwane, Richmond, Optican, & Robinson, 1988; Richmond,

McClurkin, Gwane, & Optican, 1988). Multiplexed temporal codes is a process in which in-
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formation is transformed into time-based codes that are superimposed in timeecsame
channel.
To Question 2, there are few examples that demonstrate that fine temporalesroatur
be perceived directly. At a gross level, one can note that with no change in visgaldmthe
retina, perception fades (Kelly, 1969, 1981; Saleh, Tulunay-Kessy, Ver Hoeve, & Hom, 1991).
Diamond (1979) demonstrated that the human observer is sensitive to irregutafiioker
patterns. This is a sensitivity to phase within a subaperture, not between subspsstiire
does not completely answer the question. The perception is one of "difference," not of
temporal structure. If one considers Diamond's (1979) work in the context of overlapping
ganglion subapertures of different response characteristics, it is positeaee, though weak.
Burr (1979) demonstrated perceptual consequences of temporal structure with vernier
acuity. Vernier acuity is a measure of the ability to perceptually reaatvisalignment of two
line segments. Due to hyperacutity, for stationary stimuli this resolutiameistfian the spac-
ing between photoreceptors (Kulikowski, 1978; Stigmar, 1971; Westheimer, 1975). Vernier
acuity is typically demonstrated by presenting subjects with line segrhaht¢ not quite
aligned (Fig. 2.7). Burr used line segments in apparent motion. The corresponding segments
were aligned in space, but one was delayed sightly relative to the other (lesstiba
Subjects perceived a vernier offset during apparent motion. This could only be due toltempora

structure, as the stimulus had no physical offset in the display.

Figure 2.7. Vernier offset.
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The work of Lappin and his colleagues (Lappin & Bell, 1976; Lappin, Wason, & Akutsu,
1987; Mowafy, Blake, & Lappin, 1990) on the perception of correlation between rapidly
moving, retinally separated dots indicates that perception is sensitivepiorgstructure.

Question 3 follows logically from the second: even if one cannot directly perceive
temporal structural differences in the retinal image, does temporal sérhetve perceptual
consequences? The very fact of the perception of structure-from-motion argoglygor the
importance of the preservation, perhaps in some other form, of temporal event it@ladions
within the visual image. Observing this effect does not explain how it occurs, however
Apparent motion of a single dot produced by the sequential short illumination of a line of two
or more dots is the perceptual result of temporally structured visual eventgafiVir
Thompson, 1975; Morgan, 1976; Hogben & Di Lollo, 1985; Chang & Julesz, 1983a, 1983b;
Navon, 1983). Apparent motion is governed by more than the temporal events, however. A
Ternus display is a line of dots in which the central dots are always on, and the enddats flas
alternation. People perceive either a central stationary set of dots witlleadsit which
moves between the ends of the line, or a line that moves laterally one space kesumiing
Petersik and Rosner (1990) could change the perceived apparent motion in a Ternus display by
manipulating the context. The perception could be altered from that of a group of dots moving
back and forth one dot space to that of a stationary central group with a single dot naming fr
one end of the group to the other by the visual linkages made from the central dots to other
fixed dots. If the links moved to indicate that the entire group moved, that was theiparcept
if the links were stationary, the central group was stationary. Perceptiondsail of the
visual elements, not a few in isolation (e.g., Dick, Ullman, & Sagi, 1987; Stoner &Atpri
1993). This is consistent with an aperture model that is responsive to the relationsbkipt®f e
across the aperture. Other models combine inputs from modules to achieve the @glisne res

The latter involves considerable computational complexity for complex scertas; msmber
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of elements in a scene increase linearly, the number of relationships amonyelesee ex-
ponentially. Aperture models improve in performance as more correlated infumrappears
across the aperture.

Wilson and Anstis (1969) demonstrated a change in visual delay as a function of illumi-
nance. As an image is comprised of different luminances, it would appear that tigetdirtiie
optic disk may be subject to luminance-delay effects that could cause imagatsi¢o lose
synchronicity. As the retina performs differential transforms, it is m@@oresive to contrasts
than luminance, however. Luminance-caused differential timing delays betveceyes
produce the Pulfrich effect (Krekling, 1973; Williams & Lit, 1983), causing a plumb bob
swinging in a fronto-parallel plane to appear to follow an elliptical trajecttign a dark glass
is placed in front of one eye. Mere delays between the eyes without concurrent motion do not
produce such an effect, as there are CRT-based stereoscopic systems whithherésages
to the eyes in alternation. The dark glass used to produce the Pulfrich effecteieitnea
image intensity to the entire eye, presumably delaying the entire imagelighthéirme delay
of one image relative to the other with differences between the simultane@es isugports
the importance of temporal structure in visual perception. We can safely sthetiezdre
perceptual consequences to the temporal structure of events in the retinal image.

The image events on the retina are transformed and passed on to the LGN, where they
are subsequently transformed and passed back to the primary visual cortex. aBigmifid
has been done to explore the nature of the relationships between optical activity dndhe ret
and the location and nature of the response in the visual cortex. Pioneering work was done by
Hubel and Wiesel (1962, Wiesel & Hubel, 1965) who discovered the receptive fields, binocular
interaction, and functional architecture in the cat's visual cortex. Neurons isulaécortex
are responsive to specific stimuli over specific receptive fields ontine.reThe cortical

neurons can be considered to have apertures that perform specific transforms oropttiehes
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retinal image, with the transforms distributed throughout the cells of the reGinN,dnd
cortex.
As discussed in the context of lenses, transformation apertures can attenuaté@eme i
mation in order to accentuate other information. A lens may filter out certainengties of
light to provide better contrast in the image. Cortical receptive fielddmapnsidered in the
same manner (e.g., Stork & Wilson, 1990; Robson, 1966; Burr, 1980; Hess, Pointer, & Watt,
1989; Burr, 1980; Harvey, Rentschler, & Weiss, 1985; Snyder, Bossomaier, & Hughes, 1986).
Wavelet transform theory (Daubechies, Mallat, & Willsky, 1992; Mallat, 1991lat&l
Hwang, 1992; Mallat & Zhong, 1992) may provide a useful model of how some receptive field
subapertures, each with particular spatiotemporal response characteniajidee combined.
[c.f. Loeb, White, & Merzenich, 1983; Reichart, 1971; Koskol, 1991; Foley, 1991; Goodman &
Russell, 1971] There are parallels in the auditory system (e.g., Green, Richamsa® O
1990; Moore, Glasberg, & Schooneveldt, 1990; Henning & Gaskell, 1981). This pattern of
repeated sequences of transformations through apertures is frequently found inygttoss.s
It is worthwhile at this point to restate the three principal questions relatthg impor-

tance of temporal structuring in visual perception, and to summarize the conclugfons wi
respect to structure-from-motion displays:

1. Is the time structure of image events maintained in the early visuaingyst

Yes.

2. Can differences in image event time structure be perceived? No.

3. Is the maintenance of time structure important to perception? Yes.
A SFM-based display must have an accurately controlled, well defined tempocalist. The
implementation of the three-dimensional display must include careful sp#oifieaad control

of spatio-temporal structures.
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2.2.CONCEPTS OF SPATIAL STRUCTURE

Since the display is intended to produce spatial perception, let us first discussitbe nat
of space. This material is quite complex and has been dealt with more completelyr®y othe
(e.g, Gray 1989; Weyl, 1921). My intent is to provide a common set of definitions and

relationships that will be useful later.

Affine spaces are perceptually equivalent.

Euclidean space is an affine space, but not
all affine spaces are Euclidean.

THEREFORE, an affine representation of a
Euclidean space is perceptually
equivalent to the Euclidean space.

We live in an Euclidean space;

THEREFORE, affine representations of that

space are perceived as Euclidean.

The discussion will explain the following concepts:

2.2.1. TheNatureof EuclideanSpace

The normal world in which we live is locally Euclidean space. This is frequeptlg-re
sented in a Cartesian coordinate system having three orthogonal directions witctorg of

equal lengths in each of the directions. Generally we think of one plane parallel touthe, g
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defined by two axes at right angles to each other, and a third axis orthogonal (perperidicular)
the ground. This is purely a convention of convenience, of course, as Cartesian axes need only
be at right angles to each other. | mention this "ground based" orientation to make agoint: w
live on a sphere. The rules of spherical geometry approach those of plane geomisiaf(a

only when the patch of ground is small compared to the size of the globe.

An important concept in geometry is that of parallel lines. The "problem of patallel
(namely, a proof for them) has been explored extensively over the centuries (Gray, 1989).
Euclid's fifth postulate relates to a definition of parallel lines:

If a straight line falling on two straight lines makes the interior anglesesame

side less than two right angles, the two straight lines, if produced indefinitedy, me
on that side on which are the angles less than the two right angles.

Gray, ldeas of Spacgel989, p. 28

Attempts to use this postulate to prove the existence of parallel lines have notiogn w
successful; they typically use a "seesaw" proof, wobbling the orientation of onétline
respect to the other until only one orientation can be found that does not produce an intersec-
tion. (Indeed, some "non-Euclidean" geometries deny the existence of parallel lines.)

The existence of parallels is an important concept in the study of spatial pmrcepti
Gray (1989, p. 29) states that "without parallels it is hard to do very much geométiry at a
because parallels are needed to transport equal angles about." And, by extension, tigansporti
equal angles about in space also refers to transporting objects about in space withrtanhdis
Underlying the perception of spatial structure is the ability to relate oranreganother.
This, we shall see, is related to moving objects from one region to another, eittidy dirby
inference.

Thomas Reid in 1764 (Gray, 1989, p. 71) set forth what he purported to be a new geome-

try, a hemispherical geometry, centered around the observer's eye. His geefiestied his
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interests in vision. In actuality, he was offering a different coordinatensyste an alternative
description of space. One must be careful to differentiate between altedestorgtive
geometries and alternative spatial manifolds. Einstein, for instance doffiera@ternative

description of space itself (Weyl, 1921) using a Riemannian geometry.

2.2.1.1.0OrthonormalSpace

Normal Euclidean vector spade3j can be described as arthonormal basis of three
vectors (Wylie & Barrett, 1982). These vectors are orthogon&3(iperpendicular), meaning
that none of the three vectors can be derived from the addition of components of the other
vector(s), and the basis set has equal lengths for each of the unit vectors. Thisim#ie

Cartesian coordinate system.

2.2.1.2.Couplingof Axes

There is an implied coupling among the axes in Euclidean sg8ceThe location of
any pointin space can be unambiguously defined with three values in a Cartesian coordinate
system describing3. (Hereafter, unless noted, | will uE@ to denote Euclidean space
described with a Cartesian coordinate system.) There are, however, six oéfmeatom for
an_objectin E3: three for position (using some feature to represent the position of the entire

object) and three for orientation or rotation relative to the axes.
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Figure 2.8. Normal Cartesian coordinates for
Euclidean space.
An orthonormal space. O is the origin of
this coordinate system.

An important concept in mathematics is trensformation A transformation is a
mathematical operation that changes a description of some state or process ligiofanmot
(Bracewell, 1990). For example, the rotation of a rigid objeEBiis a linear transformation
that preserves the absolute values of, and the angles between, vectors (Korn & Korn, 1968, pp.
471-472). This can be considered the "rotational coupling” between pairs of axes.

Consider arE3 space with axeg;, e,, ande;. €; projects up, out of the plane. A stick
of lengthl is lying in space with one end anchored at the orf@jras illustrated in Fig. 2.9a.
The projection of the stick onto axésis | sina,. The projection of the stick ong is| cosa
1~ Because the stick is lying in teg- €, plane, the projection up on& is zero (0). If the
stick rotates around the origin in pla@e- €, to an angle###,, as shown in Fig. 2.9b, the stick
now projects ont@, an amount cosa, and ontce, by an amount sina,. Thus we can say
that in a rigid spaceg, is coupledinto €, through rotation around tfeg axis. When the stick

rotates from###, to ##,, the change in projection aloegis | (COS####, - COS###,), and the
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change in projection along (and consequently depth airig) (Sin###, - sina,). When the
stick is lying parallel to either axis, instead of at an intermediate angledm®the two, the
rotational coupling is the smallest. Consider the couplinggntd-or a unit length (to make

the analysis easier), the projection ogj@an be written:

€, =sina . (Eq.2.2)
The first derivative o€, will indicate therate at whiche, changes as a function of small
changes in angle at any given angle:

% =Cosqa . (Eq.2.3)
da

Similarly, the rate of change of tleg projection for changes i is:

% _ _sina. (Eq.2.4)
da

We can see that the effect of the rotational coupling of small changgéde) into changes
in e, (de,) is not the same for all points of angular rota{@#). The changes can be
expressed in terms of the effect due to a changd(dk) at a particulan. Whena is small (a

- 0) then the rates of change approach as limits:

de, (Eq.25)
da

and
de (Eq.2.6)
da

Whena approaches 9Qthe stick is parallel with axig,) then



de, (Eq.2.7)

- —

da

and

de -1. (Eq.2.8)
da

<3
a.
Fi
L1
O l' €
€,
b. H
Ly
0 IL €

Figure 2.9. Rotational coupling in Cartesian
coordinates.
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The stick can be translated away from its original position touching the origio (@
on a line parallel with the original in the pla@e- €,, and this property of coupling through
rotations around axes parallel to #yeaxis will be maintained. [Thus, we see the importance
of the concept oparallel.] In a rigid orthonormal space, therefore, the axesaationally
coupledwith unitary vectors. Proffitt, Rock, Hecht, and Schubert, (1992), made a similar
analysis relative to the stereokinetic effect (SKE) versus theikihepth effect (KDE) with
geometric forms.

A rigid object, with its own Cartesian coordinate system, that is rotating ie sptc
rotationally couple the scaling between axes. Thus, a rotating object could kefbstae
observer, simultaneously defining (in this case, scaling) the space aroundTiteelotational
coupling betweer, ande, means that as a unit vector rotates in a plane its projectiong,onto
ande, change relative to each other. The relative changes in these projections of ¢above

be expressed as

% = —tana. (Eq.2.9)

€

As a tangent function is nonlinear, this is a nonlinear relationship. This means thaivhe de
tion of the metric of a structure in Euclidean space from rotational coupling would be aemput
tionally intensive because the coupling is not constant, but is a function of theaatelg,

Hoffman & Bennett, 1986, 1985; Bennett, Hoffman, Nicola, & Prakash, 1989).

2.2.2. Affine Space

It is possible to mathematically define spaces which aremiabnormal. Of particular
interest are those spaces whichaffime transformations of Euclidean space.

Affine (adj.): of, relating to, or being a transformation (as a translation, a
rotation, or a uniform stretching) that carries straight lines into striangist
and parallel lines into parallel lines but may alter distance between points
and angles between lines (geometry).
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Webster's Ninth New Collegiate Dictionar987.
Notice that the concept of parallel lines is central to the definition of an affingformation.
A unit vector is a vector that is one unit long in a particular direction. In orthonorncal spa
(Euclidean), all unit vectorsy, are equal: all unit vectors have beemmalizedto the same
length. As an example of an affine transformation, each of the unit vectors can bdedultipl

by a different constar{t#t,, ###,) to define new unit vectorsi():

u =au,, (Eq.2.10)

u, = a,u, . (Eq.2.11)

In this exampley,’, U,' no longer form an orthonormbésis A basisis a minimum vector set
which covers, or spans, the spaag,’, u,’' form a basis, but aret normal (i.e., unit vector
lengths are no longer all the same.)

An example of a non-affine transformation is the changing of one unit vector length

according to the position along another axis:

u,=Qfe Y. (Eq.2.12)

In this case a line plotted parallel to #yeaxis will not remain parallel to it after the non-affine
transformation, but will diverge from it and will intersect the origin (wegr 0).
First, we will consider deoupling between axes rather than the rotational coupling

discussed above. Then we will consider cases in which the unitary vectors are not equal

2.2.2.1.DecoupledAxes

Consider a Nekker cube (Fig. 2.10). Itis normally rendered with the front and back faces
lying in frontoparallel planes. If this were a true orthonormal space, the side lines (edges)
would be either invisible or would converge to a slightly smaller rear facdqdwarspective).

Yet the Nekker cube is invariably perceived as a cube, with perceptual amhiguoiiit which
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face is the front and which is the back. Mathematically this cube can be considetizdesn-3
sional parallelopiped in a 3-dimensional vectorfield manifold (Weyl, 1921, p20). Wenwill fi
the concept of gectorfieldto be important in discussions of visual perception. A "3-dimen-
sional vectorfield manifold" is aaffine space An affine space is defined by linear dimen-
sions; a unit vector parallel to tieaxis has the same length no matter where in the space it is
located. For our purposes, an affine space can be transformed into a Euclidean space through
only affine transformations. Euclidean space is a specific member of the fdraffine
spaces; all three of its unit vectors are equal and at right angles to each other.

Alternatively, the deformation of the cube can be considestegar-strain(Fig. 2.11)

affine transformation of thepace

Theshear-straincomponent is specified with respect to two axes which are
perpendicular in the undeformed body and is designated by the symbtii two
subscripts to indicate these axes. Shear strain is defined as the tangent of the chang
in angle between these two originally perpendicular axes.

Crandall & Dahl, 1959, p. 147
The shear strain (Synge & Schild, 1949) transformation of the Nekker cube space can be
resolved into two components, e- €; component and a@ - €3 component. The, - €;
componen(###, ;) can be considered an uncoupled rotation of @x&ounde; with no rota-
tion of thee; axis. Similarly, thee, - 3 component can be considered a rotation of @xis
around thee; axis. In such a transformed space, a stick lying alongthgis still has no pro-
jection onto thee; axis. If the space were to undergo repeated or continuous shear-strain trans-
formation(s), the rotation of th& axis in space would not be coupled into the other axes. We
can consider such a series of affine transformations as equivalent to a decoupirem lzetes.
The manner in which rotations couple between axes serves to scale the axestoetatdh
other. Under shear-strain transformations there is no rotational coupling of thetshisar

induced rotation of an axis; therefore, there is no relative scaling among somexasthd he
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object undergoes shear strain with the space; therefore, an object in a shrerassfrming
space, i. e., undergoing a continuous shear strain transformation, may not self-dtale a

(e.g., DeLucia & Hochberg, 1991).

Figure 2.10. Nekker cube.
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2.2.2.2."Unequal"Axes

Thus far we have considered spaces in which the unitary vegtoase of equal length.

T2 tan O

Figure 2.11. Shear strain deformation.

In an affinely transformed or transforming space, this is not necessary. In thetsiiea
deforming space, the scale in #edirection is uncoupled from the other two. Under an affine
transformation, the individual basis vectors may be multiplied by differersrscaDbjects are
scaled in basis units, thusléf| # |&,|, the object will rescale as it rotates in the transformed

space (Todd & Bressan, 1990).

2.2.3. Principleof Affine Equivalence

The nature and motion of objects define the space in which they are perceived. In some
cases, motions of an object can be considered as affine (or near-affine) tratisferofahe
space associated with the object. It is parsimonious to propose that: within kam#g) affine

(and near-affine) transformations of Euclidean space are percemgailsalent These spaces
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can be mapped into perceptual equivalence through Lie transformations only of the frento-par
allel image plane (changes in the flat image,, eagation about the line of sight, radial
expansion, translation; see Dodwell, 1983).

However, it cannot be said that spaces that are affine transformations of eaeheothe

geometricallyequivalent They are not The significance of this concept is that the perceptual

system does not map one affine transformation into another; the affine transfomudtihe 3-

space manifold are perceptuadiguivalent In other words, many 3-dimensional spaces are

equivalent for the perceptual system, much as the modality from which one gathers
information, such as reading or listening, is separate from the information. Thelprofdihe
perceptual equivalence of affine transformations of Euclidean space aoisethér apparent
fact that affine spaces are perceptually equivalent. Since, by our definitor,sgffices are
affine transformations of Euclidean space, then all affine spaces are pdigepfuizalent to
the Euclidean space in which we live. Our experience in Euclidean space makesiithen
referent among affine transformations of space.

The principle that affine transformations of a space are perceptually eqtivelg not be
"intuitively obvious to the casual observer." Sitting in the front row, side atshemnation
picture produces a highly distorted image of the scene on the retina and yet thegoeicept
not one of a distorted scene. Experiments by Cutting (1987, 1991) and by Busey, Brady, and
Cutting's, (1990) clearly demonstrate the perceptual equivalence of objecteetydfins-
formed space. Cutting explored the ability of an observer to veridically pesmsves at a
movie when the observer is located at a position not analogous to the camera position. Of par
ticular interest is the ability to perceive rigidity under motion. Through congutemmathe-
matically projected objects upon a screen at different slants and under diffejegipns.
Use of the computer "projection” method removed any perception of the slant of an actual

screen. He generated images under orthographic and polar projections at arfgl2g8éf, 0
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and 48 from normal. The apparent screen angle changed sinusoidally bystibjects were
normal to the computer display screen. An orthographic projection onto a slanted screen pro-
duces an affine transformation. The affine transformation at pedtuces an 8% width
decrease [(100 x (1-Sin(9D))]; at 45 the decrease is 29%. A polar projection simulates
perspective in one axis. A polar projection onto a slanted screen produces a non-affine tra
formation; the top and bottom lose parallelism, and the horizontal scale is not constant. The
transformations above did not change during each trial. Subjects viewed imageasirgg rot
rigid and non-rigid rectangular solids and attempted to discriminate rigid fromigidrsolids.
At 0° and 22%%, objects in both projections were perceived as rigid. A cube rotating in space is
still perceived as a cube. When the screen angle increasey tbetpolar projection was no
longer perceived as rigid, whereas the orthographic projection was. The polaigmaject
affine distortion will be slight at 22%:but significant at 45 The affine (and nearly affine)
transformations at®0and 22%%, and at 4%for the orthographic projection, produce equivalent
perceptions. The non-affine transformation produced by the polar projectiohdit 4mt.
Norman and Todd (1993) did find that subjects were sensitive to chiangjfise stretching in
the fronto-parallel plane, but not in depth. Subjects perceived non-rigidity under such changes
The changes were rapid and occurred on a frame-to-frame basis, and are silgriftargnt
from the slow changes an observer would experience in normal motion. The rapid picture
plane changes undoubtedly interfered with the ordinal and cardinal scaling processd®dies
below. Thus, the affine equivalency hypothesis is not refuted.

Affine space is scaled in perception. We have an extremely wide range ofdjuate a
ment that spans orders of magnitude. It is remarkable that models of real objgtts s
trains, planes, automobiles, molecules, and houses, can be so compelling, given the orders of
magnitude of scale error. This (re-)scaling is so ordinary as to be commonlyo&eelY et

this is also what happens when perceiving a distant object: the affine spateds &rass
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scale adjustment appears to be a facility of the perceptual system. Thidstecomgth the
perceptual equivalence of affinely transformed spaces. A geometricdptieranf an image
on a screen does not address the most significant aspects of the visual percepti@al of spa
structure.

Coupling with non-unitary axis vectors satisfies the apparent problem raised by the
veridical perception of space projected onto a movie screen if one considers suategoraff
near affine) transform of orthonormal space as a member of the perceptuallyesjggame-
tries. Considerable evidence has been developed in recent years that the \isp&ibpesf
space involves the perception of affine spaces rather than Euclidean space.

Perceptual equivalence means that affine transformations of a space do nohaffec
perceived affine structure. This apparent tautology can be resolved by regtitoggtion of
structure is noperception of Euclidean structure. An affine structure has no dimensions asso-
ciated with it. This is difficult to envision, as we perceive real things weial sizes. We do
not separate an object from the space it occupies (e.g., Killing, 1892). Thereforegfiiisaus
discuss affine transformations of the space occupied by the object. If we defineabatrobj
terms of its space, and the space undergoes transformations, so does the object.

As discussed above, perception is the product of two spaces: a vector space and a metric
space. The vector space is one of relative distances within a direction. Onalkar this as
a "rubber space" with well-defined rules for its deformation. A simple experimikigiemon-
strate an affine perception. Hold a nearly featureless book at arm's length dmtoé yzaur
hand. The more nearly featureless the book cover éa@ld mathematics book), the better
the effect. Hold the book with one end directly toward you so that you cannot see either side.
Close one eye. Now tilt the book around an axis normal to your line of sight by flexing your

wrist. Note that it is difficult to judge the length of the book. You can still perteatehe
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book is a parallelepiped, but its length is difficult to judge correctly. The bafbiis structure
is perceived, but not its trumetric structure.

Underlying this concept of the perception of affine structures is the separaiétiess
perception of an object and of its place. This is the difference betweaWitiad' 'bf an object
and the Wheré' of an object (Sagi & Julesz, 1985).

When we perceive a book, we perceive what it is—its shape, size, and color—iivespect
of where it is located with respect to our selves. In a recent review of menbaniigisual
perception, Van Essen, Anderson, and Felleman (1992) have enumerated the subdivision of
processes in the early (retinae and LGN) and mid (visual and medial tempadcaisjarisual
system. They have presented a model of modular processing that is summarize®. P Fig
This is a summary of the modular processing in some 32 visual areas. P represents the
parvocellular neurons in the lateral geniculate nucleus (LGN) and their kecBelis in the
retina; M represents the magnocellular system. The parvocellular and midgaosystems
are apertures with specific characteristics. Sary, Vogels, and Orban (1983)$mv
demonstrated the separateness of What and Where by recording responses in the primate
inferotemporal cortex to shapes. Cells reponsive to a specific geometric sihapstahce a
square, were responsive over a large retinal region, and responded about equallykto a blac
square on a white background as to a white square on a black background, or to a square of dots
moving across a field of stationary dots. We can conclude that at the level ofl "Maska" in
Fig. 2.12 that th&/hatandWhereof an object are separated.

This separation dfvhatandWhereis maintained into working memory in the prefrontal
cortex. Recent work by Wilson, O'Scalaidhe, and Goldman-Rakic (1993) demonstrates the
anatomical separation of the perception of an object and its spatial location. Moekeys w
trained to look to the left or right after a 2.5 second delay in response to a particular for

presented on a display. The same monkeys were trained to look, after a delay, astbédoc



stimulus presented to the left or right of a fixation point. The object-based, or forth-tzeste

caused increased activity in the inferior convexity of the prefrontal cortex, burt et dorso-

lateral prefrontal cortex. The reverse was true for the location task, althohgiasict used

the same forms and required the same responses.

Theplace invarianceof object perception requires what Van Essen et al. (1992) refer to

Visual
Tasks

Early
Cortical
Analysis

Retina, LGN

3-D spatial Ohject
Relationships Recognition
(Where, where zoing?) (What?)

Spatial

Frequency

Temporal
Frequency

Figure 2.12. Modular processing model.
Adapted from Van Essen et al., 1992.
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as "scale invariance." Th&sze constancyf perception means that the object is perceived at
its own scale and is not usually scaled by some computational process that adjesteger
size according to spatial location. This is in contrast to Gogel's (1990) phenometologica
approach to the perception of size and structure, whereby the perception of the observer's
direction and distance (i.e., location), and motion relative to the object's must be iatzmpor
for veridical perception of the object's metric structure.

Let us return to our book. If we now hold the book at arm's length at an oblique angle,
such that we now see a corner formed by three surfaces, we find that changing thieetilt of
book does not substantially change the perceived length, the metric structure. b&€baise
the axes of the object are rotationally coupled. This rotational coupling is the equofalee
element recursion, which is equivalent to moving the element through space to pralitg sc
as described above. The rotational coupling is due to the coordinate system inherent in the
object. This object "self metrifies." Ames windows and rooms violate saifirgdoy
providing a false orthogonal coordinate system. An Ames room, depicted below (Fig. 2.13,
from Kaufman, 1974) is encountered as a "crazy room" in amusement parks. It is a non-
orthogonal room (i.e., walls and ceiling are at non-right angles) that appears orttiogonal
one specific vantage point. The relative sizes of people in the room are misgukrcEne
misperception of these Ames constructs will not survive affine transfamsatiowever, as the
apparent parallels will not maintain parallelism. An Ames figure cannottaittian affine
transformation of its space. The inherent rotational coupling of the book, however, is
consistent with the true coupling under affine transformations, such as rotation orRdtati
coupling serves to delineate the true orthogonality of axes—even if affinelfotraes.

Movement of an object in space implies congruence between the spaces it occupies
(Killing, 1892). By extension, movement—including rotation—of an object in space serves to

provide relative scales between areas of space or between axes in the abnad &pace
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(Lappin & Wason, 1991). Perceptually, the three-dimensional space will be defined bythe wa
objects move in the space—either by direct movement or by implied rotations due tmthe sy
metries or regularities of the objects. If a point on an object rotating at a cargjardr
velocity about the intersection of a transformed space (Fig. 2.14) traverseof ¢ae four
quadrants (1, II, Ill, IV) in the same amount of time, one could presume that for a human
observer the perception would be of a normal space. This is an example of equivalence of
affinely transformed spaces. Therefore, these three-dimensional spagescaptually the
same. Only by placing one in the context of another would the differences be evident.

This perceptual affine equivalence has significant implications for whatadved in
the perception of space and how it is accomplished—and represented—in the central nervous
system (CNS). With the equivalency of affine and near-affine transformagiaasconstancy
is one consequence, as local perspective distortions can be considered as lo¢edradfiore
mations. Extended perspective space projected into a display can be considered ason-affi
space. Locally, however, one can approximate perspective as an affine transhoofat
Euclidean space. The off (visual) axis space will include shear strain componeatzsnaly-
sis of perspective space is covered more fully under "Monocular Factors in Bpatigption:

3.4. Perspective."
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Figure 2.13. Ames room.
From Kaufman, 1974, p. 345.
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Figure 2.14. Rotation in non-orthogonal space.

2.2.4. Perceptiorof Space

Computer-generated displays permit the development of experimental viewing
conditions that can be manipulated to create stimuli which would not be experienced in the
normal environment. In the Western tradition, much of this work is reductionist, but teere a
those who bear in mind that the elucidation of properties of the visual system underd minima
conditions may not be a good predictor of the performance of the system in the perceptually
rich Gibsonian real world. A discussion of the perception of space must first addreatutiee
of the experimental presentation (e@ibson, 1950). The display uses motion parallax to

create the perception of affine structure.
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2.3.PERCEPTION OF AFFINE STRUCTURE FROM MOTION

Structure-from-motion (SFM) will be used to create an unscaled vectoMiginl the
observer's visual system. Kaiser and Proffitt (1992) have demonstrated thdisplays are
feasible, as has the investigator under previous, unpublished work funded by various federal

agencies. An effective display must consider both spatial structure and motion.

2.3.1. Perceptiorof Motion

Most current studies of the perception of motion use apparent motion that is produced by
the sequential presentation of a series of dots (light or dark). Hue, brightness, aaceform
generally preserved under apparent motion (Navon, 1983). Thus most research is performed
with sequences of spaced presentations, rather than a continuously moving stimuaugy As |
as the spacing and timing falls within broad limits, this produces no problems.

Given that apparent motion is equivalent to real motion, one can address the question of
the relative motions of separated points. A unified structure moving in spaceveilatha
points moving in a coherent, synchronous manner. If one is to detect structure-from-motion, it
is evident that the coherence of such motion must be detectable. Itis (Lappin & Bell, 1976;
Bell & Lappin, 1973). The visual system is responsive to the coherence of motion ofestparat
points. Lie transformations are changes in a planar image. These include radisionga
rotations, and translations of the image. Lappin et al., (1987) displayed a triangle of thre
moving dots on a CRT. The dots either jumped under a Lie transform (e.g., radial expansion,
translation, rotation) or jumped independently in random directions. With jumps occurring
every 20 ms, the coherence or lack of coherence was clearly evident. Otheepbatesl r
similar results (e.g., Mingolla, Todd, & Norman, 1992; Mowafy et al., 1990). The perception
of motion is complex and can involve several processes operating in parallel. Atirege
esses appear sensitive to the coherence of the motion of separated points, as woulcgte requi

for the perception of a unified structure (Dick et al., 1987; Hogben & Di Lollo, 1985;
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Livingston & Hubel, 1988; Stoner & Albright, 1993). Such motion information can produce
the perception of spatial structure (Doner, Lappin, & Perfetto, 1984; Eby, 1992; Hoffman &
Bennett, 1985, 1986; Kaiser & Proffitt, 1992; Lappin, Doner, & Kottas, 1980; Ono &
Steinbach, 1990; Petersik, 1987; Richards, 1985; Saidpour, Braunstein, & Hoffman, 1992;

Tittle & Braunstein, 1993; Todd, 1984; Wallach & Centrella, 1990).

2.3.2. Affine Structure-from-motion

A brief description of how an affine structure can be defined in a vector space is appropri
ate at this point. Few objects and scenes are oriented to the observer's "rnatwlalate
system of gicture planenormal to the line of sight and depth along the line of sight. Real
objects and scenes do not have "depth" separated from "width" and "height." To discuss the
depth dimension as separate from the other dimensions is therefore arbitranallzebgcts
and scenes structure themselves in our perception. How is this so? Let us returiicto a bas
Cartesian coordinate system. For any pirihat space, there are three degrees of freedom.
For any objecthowever, there are six: three of position, three of orientation. If an object is
self-structuring, then it is necessary to translate relative dimenseatye scalars) in one
axis into the others. For many objects, this is relatively simple, in that thrgyacanatural”
coordinate system. For instance, most man-made objects have high degrees afysgnime
orthogonality. As a general case, though, we must "carry"” the relative iatnione dimen-
sion into the other. Let us suppose that we do not care about the exact orientation of the
object's coordinate system relative to our own; all we want to know is the objaatisire.
Therefore, we are no longer interested in mapping the object's image onto our retme; w
interested in visually mapping the object's separate axes metrics onto each othe

First, we can define features' axis positions relative to other featuresis dsmguencing
operation. | have discussed how this can be achieved as a vectorfield in space, batigt us c

that to_all directions Previously we have considered the vectorfield to be a description of
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sequence in depth. For a moment, let us revert to an observer-oriented Euclidean coordinate
system E3). As beforeg; is the line of sight ang, ande, define a fronto-parallel plane (a
picture plane). Each point on the object has three coordinate valgsaag,, and are;.
Consequently there are threectorfields:e;-€, with e;-direction vectors (o€, to denote a
vector);e,-€; (e;-vectors,g)); ande;-e; (e,-vectors,g,). For simplicity, | shall denote each
vectorfield by its vectors, e.g., tieg-€, field of &; is the '&;-field." Thus each point on the

object can be represented with three unscaled veeiors; , €;. Stereo or motion disparity

can produce ag; sequence of features of which feature is next to which.eJrende,-fields

are easy to establish: you can tell where things are ig tBgplane if you are sighting down

thee; axis. This is not to say that tegande; scales are equal relative to each other, but that
one can tell the relative sequence of points alongtl@de; ordinates. (No surprises here.)
Thee,- ande;-mapped locations of points can be considered, agasgcgencing

vectorfields The vectors are not parallel with the lines of sight, but are normal to it. Thus, we
can envision a structure as defined by three vectorfields, ultimately of |ffeaédtials. This

is, of course, an affinely defined structure. The observer-based vector spacedvas us

simplify the explanation of how the structure of an object is defined in a three-veater s
system. This vector structure is central to our use of affined space in a dispfagpging

this observer-based three-vectorspace description of the object into an diejesteed three-
vector manifold Q3) is straightforward. The point is, we are consideringliatiensions,

including those in the fronto-parallel plarie be vectors, not metrics. Additionally, we are not

imposing a uniform vector metric over all of space for a given axis, but only for local

relationships.
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Figure 2.15. Figure with equal height and width.

The relative scales &, ande; are not particularly well matched, as might be implied
from a spatial-to-retinal mapping scheme. Visual illusions provide hints of thievehof
metric precision in the retinal array. For example, the classic inverte@Figy."2.15) with
equal base width and height produces the illusion that it is taller than it is wide.

The partially or completely filled space on the left (Fig. 2.16) appears longetrghapen

one on the right (Luckiesh, 1922, p. 49).

Figure 2.16. Filled spaces appear longer than empty ones.
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Although the middle sections of the two lines in Fig. 2.17 are of equal length (Luckiesh, 1922,

p. 54), they are generally not perceived as equal.

AARAAAAAA"  AAAAAAAAAAAAAAAAAAAAAAAAA

Figure 2.17. Mid-section of lines are equal.

Similarly, local effects can override global metrics in the retinagjaman the Zdéllner illusion
(Fig. 2.18), the opposing local slants cause the global parallelism of the vargsabl be mis-
perceived as non-parallel (Luckiesh, 1922, p77).

The cubic figure (Fig. 2.19) from Luckiesh (1965, p.58) is particularly interesting. The
figures on the faces contain oblique and right angle lines intersecting alueréical he per-
ceived slant of the surfaces affects the perception of the angles betwearghdle lines
that are at right angles on the page are perceived as oblique, and the oblique limegiaszpe

as at right angles to the vertical. The retinal image is a poor place to dogecateetry.



Figure 2.18. The Zoliner illusion.

<>

Figure 2.19. Cubic figure with lines.
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As outlined above, much of the affine structure of the object is available in the fronto-
parallel plane. Motion—or stereoscopic disparity—provides a method for the perception of
affine structure. This has been roughly outlined above. Koenderink and van Doorn (1991)
provide a lucid conceptual and mathematical demonstration of the ability to reffover a
structure-from-motion via apparent motion from two views. This they term tfie€'af
structure-from-motion" theorem. The resulting structure is defined in afforeeey, meaning
that the coordinates of the object are subject to scaling and the coordinate sgsiigjecisto
shear-straining. We shall return to the issue of structuring below.

As discussed above, Cutting (1987, 1991) experimentally supports this conclusion of the
perception of spatial structure based on the perception of affine structure witigati@ss of
affine shear transformations and non-affine (perspective) transformatiomsiam mictures
viewed off-axis. He found that the affine transformations produce no change in thg dgidit
form of the objects displayed in motion, whereas strong perspectivegireaffine)
transformations reduce the perception of rigidity.

It has been widely demonstrated that the structure perceived from motion is rot accu
rately scaled for depth; thus it is the perception of an affine space (e.g., Cutting, 1&&thH
Grzywacz, Adelson & Inada, 1990; Koenderink & Van Doorn, 1991; Lappin & Love, 1992;
Lappin, 1990, in press; Proffitt, Rock, Hecht & Schubert, 1992; Proffitt & Kaiser, 1991). As an
example, Todd and Bressan (1990) presented subjects with tasks that required either the pe
ception of affine or Euclidean structure-from-motion. As an example of perception of
Euclidean structure-from-motion, subjects viewed two bars joined at one end. Theetruct
rotated rigidly in space. The two bars differed in length; subjects reported whittteparer-
ceived as longer. The subjects had to make metric comparisons between twotdiffersga-
tions. This is a Euclidean task, and subjects required differences of approximatety &%

ferentiate the lengths reliably. On the other hand, subjects viewed seveinal (5&81) space.
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One bar changed length during rotation while the others had constant lengths; hence the
changing bar was not a rigid structure. Subjects reported which bar changed in length.
Subjects could reliably detect changes of only 3% over 3 frames. This task requiraffioel

perception of space.

2.3.3. SpatialStructure

A brief review of the transformations and structure of the space to be displayed are
order. As the vectorfields are largébgal differential vectors special consideration must be
given to the overall spatial structure of the display. This may require theoadufitspatially
structuring components or systems to the scene (see Section 3.3.). These components should
refer local spatial structures to more global structures through a hierarchije @egree
possible, affine (rather than non-affine) transformations of space should be used. Blapping
perspective space into the vectorfield can frequently be made through affine ajpgtiongm
coupled with Lie transformations of the image. For instance, a volume of space ofétoe |

sight can be approximated as a shear-strained space with the image trarnséatied of

2.3.3.1.Affine SpaceRescaling

An affine space has been defined above (Section 2.2.2.). Essentially, in transformations

between affine spaces all parallels are maintained, although angles andcedistagachange.

As noted, the normal space we live in, Euclidean space, is an affine space. Shecgpaifes

are perceptually equivalent, transformations of object space into spatiaysglisptaild be lim-

ited to the affine or as nearly-affine as possible. An affine space has thecaserat sl

distances. Perception of space from disparity, whether from SFM or stereptistspéercep-

tion of affine structures. This is the same as saying that disparity-basegtjmerds the

perception of structure in affine spaces. Disparities, and consequently réégithevectors,

have different scales at different distances. A unit vector of disparitijingsfrom the depth
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spacing of two nearby objects represents a greater depth spacing between hivolyjestés.
Mapping of perspective space into the vectorfield is inherently a non-affirsfdrenation as

the affine scale is not constant over distance, but there are near-affine appoosirtieat can

be used (Section 3.4.). The principal affine transformation other than affine sheawsdtbe

a uniform (as opposed to perspective) rescaling of the depttihension to normalize it to

the vectorfield. It is decoupled from rescaling in éh@nde, axes, which are parallel to the
fronto-parallel plane. Althougg, ande, may be scaled differently, particularly to approximate
aspects of perspective, shear-strain can provide much of the perspectiveriratish. As

discussed below, Section 3., Affine Scaling, affine space must be locally scaled.

2.3.3.2.Affine Shear-Strain

Moderate shear strain deformations (as described above, Section 2.2.2.1.) can be consid-
ered to be perceptually equivalent. Large shear strain deformations of sppesrassible as
long as the motions of objects are consistent with the space. As such, object motions should be
considered to be first plotted in Euclidean space on a frame-by-frame basis, anddhndise ¢
nates subsequently transformed into shear-strained space. Direct calculataionfin
shear-strained space is subject to error or misinterpretation, potentiallyipgpthepercep-

tion of a distorting scene.

2.3.4. Motion

Although the depth vectorfield is based on structure-from-motion (SFM), there should be
no net translation of observer position relative to the display space. This can lvedblie
using a limited range of motion about some nominal fixed position, small enough for no signifi-
cant translation, small enough for apparent motion, and large enough to create aldectorfi

(Chang & Julesz, 1983).
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One can presume that an instantaneous lateral shift in the observer's posttienteela
the display space will provide a certain level of coherent, simultaneous ietags drive,
produced by motion, for the creation of a disparity parallax vectorfield. This instauis

vectorfield provides a level of drivéy, for the perception of depth. Let us consider that a

certain_minimalevel ofdisparity drive dy,,, is required to create a perception of depth. The
vectorfield is aifferential field ; the larger the change and/or the faster the change, the larger
the disparity drive. An energy decay model is appropriate for the decay of thetdidpae
following an abrupt change. Let us assume that the disparity drivedgveécays exponen-

tially with time:

d, =d,e’", (Eq.2.13)

for whichdy, is the initial drive level at the instartt= O, that the vectorfield is generated, and

is the decay time constant for the drités the time since the generation of the vectorfield. As
long as the disparity drive level is above some threshigld,the perception of depth is main-
tained. The values af,,, andt are probably not constant, but can vary within limits for the
observer and the conditions. Thus, as the observer becomes attuned to the display, the size of
the shifts in observer position may be decreased, or the time interval betweemakibe
increased, reducing computational load and observer awareness of the process. This would
reflect either a change in threshadl,,, or a change in the decay time constantChanges in

##t are more likely. The size of the disparities, and the amount in connected spacer, togethe
provide a disparity enery level which dissipates exponentially (Fig. 2.20). Thussiwith

more contiguous spatial complexity will produce a higher level of disparity dne, which

will take longer to decay down to the disparity drive threshold for spatial paréllae would
expect a richer, fuller vectorfield to produce a stronger drive than a depleted grifetliieee is

more stuff in the visual field, the perception of depth will last longer).
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Disparity
Drive

t,, Time

Figure 2.20. Disparity drive decay.

The vectorfield is scaled independently from its actual amplitude, as itleésl setative
to itself (self-normalized); consequently, one would expect the perception of siggtialto be
maintained continuously until it abruptly ceases. This is a direct result of trepneic
equivalence of affine depth rescaling.

The exponential decay of tistantaneous vectorfielthay be the explanation for the
findings of Todd and Bressan (1990), Braunstein, Hoffman, Shapiro, Andersen, and Bennett,
(1987), and Braunstein, Hoffman, and Pollick, (1990) that there is little improvement in the
perception of spatial structure from using more than two frames in apparent motibmekac
vectorfield "overwrites" the previous one, as the physical location in the QN8 same
(Hogben & Di Lollo, 1985). Since scientists consistently use motion that is either dine
circular (i.e., the instantaneous vectorfields are nearly the same), thebe mame small
residual effect from the summation of decaying successive vectorfietdgesds in the small

(3%) but consistent improvement in depth when more than two frames are used.
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Motion which has a consistent pattern will eventually produce predictive eye
movements. As the motions are small, the predictive movements can be expecteshtmobve
the actual changes, resulting in an increased perception of the movement. A randomimotion (

directionand timé to the movements should minimize this effect. Now let us turn to the

proposed implementation of these concepts.

2.4. IMPLEMENTATION OF AN AFFINE SPACE DISPLAY

Implementation of the structure-from-motion (SFM) display has severdasfatbese
include subapertures, pseudosaccades, and gross offset affine shear-strains.

Since the SFM vectorfield is unscaled for depth, display contents should apaaythe
maximum possible vector range to make full use of the affine space, which widdiectcby a
small affine shift. Use of less than the full affine depth reduces the poteatiial sesolution.
This reduces the effectiveness of the display. The vectorfield will bedsodiependently.
This may be counterintuitive. The contents of a display should be normalized to the maximum
extents of the affine space. The affining level should be set to suit the worst thsspda
expected (greategf). Methods developed for scaling the SFM vectorfields can also be applied

to stereoscopic displays.

2.4.1. Multiple Subaperturewith Micro-Shear-Strains

In Section 2.1.4.1., "Optical Aperture," a subaperture model of the binocular visual
system was presented (Figs. 2.4, 2.5). Each eye was shown to constitute a subaperture of a
potential circular aperture. We can expand the selection of subapertures from twtatoy/as
as we wish within a defined aperture, and select them in some defined sequence. Tdie orient
tion of space with respect to these subapertures can be shown. We shall firlsedbs@pace

relative to the two binocular subapertures—the eyes—as shown in Fig. 2.21. This depicts the

€,-€; plane.
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Figure 2.21. Centerline-based geometry.

A, andA, represent the two subapertures of the two eyes depicted above in Figs. 2.4 and
2.5. Cis the center of the aperturd, andA, lie at either side of the centeg; projects out in
front of the observerN is the nodal point, the point at which the axes of the two subapertures
(i.e., eyes) converge. Tlggaxis passes througband the nodal point. A nodal plane is

shown passing through the nodal point perpendiculey. to

Figure 2.22. Rotation for aperture positions.

One can consider each subaperture to act as the cente€oivtidn it is individually
accessed. In other wordsGfis the Cyclopean eye (Julesz, 1974)andA, can be consid-

ered two views from the common point. Thus we can consider a stationary viewpoint with a
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space which rotates about the nodal pdihtas the equivalent from an aperture standpoint
(Fig. 2.22). When the space is viewed from subapeAuyri is equivalent to rotating; about
the nodal pointl, to orientatiore; ;. Similarly, space viewed fro, is equivalent to viewing
from C and rotating space such tiegthas the orientatiog; ,. Note that the normals through
N rotate accordingly. The local differentials between the two images comstiutocal
disparities, be they binocular or apparent motion.

Instead of rotatin@,-e; space aboul , the orientation of the nodal plane relativéto
(the lineC - N) can be held constant by subjecting the space to a small shear saaielaf
tive toe;, as shown in Fig. 2.23. The nodal pla{hg now has a constant orientation relative to
the observer. As the shear strain is an affine transformation, there will be ewv@edistor-
tion of space for modest transformations. The actual aperture shift will be anththus the
shear-strain will be small. Larger shear-strains can be introduced for othesgsi{see
Section 2.4.3. below). The shear-strain transformation is more evident in Fig. 2.24, in which
parallels toe; ; ande; , have been included.

The local differential between the views of space from the two aperture pasitions
whether Euclidean or affinely transformed, generates the vectoMield;he disparity vector
between the two aperture views is a linear function of the distanceég divection from the
nodal pointN (Euclidean), or nodal planhl,IO (affine). The vector sign is a function of
whether the point is in front of or behind the nodal plane. It is readily apparent that the magni-
tude of shift of a point resulting from an aperture shift will be linearly relatéoat point's
distance from the nodal plane. This shift between aperture positions provides tleasiier

that form the depth vectorfield.
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Figure 2.23. Shear strain for aperture positions.
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Figure 2.24. Parallel shifts of lines in depth.

At this point we are in danger of being overwhelmed by nomenclature. To simplify

matters, standard terms will be adopted. As the depth of the vectorfield is unduzded, s
strain angles###) have no meaning. Therefore, the plane of subaperture points will also serve

to define the shear strains, although not in angles as with the normal convention. The null (0,0)

aperture micro shear strain is thus the centerpGinthich is coincident with the center

(defined a%; & e, = 0) of the nodal plane, the nodal poiNt), whene; is normal to the nodal

plane. The aperture position will be defined as a displacement relative to the(Cerds a
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fraction of the width\{V) of the screen at the front surface of the screen, which is the front of
the vectorfield. By this definition, the (sub)aperture posithp,and the shear strain are syn-
onymous, even though they could be considered @80of phase. ## = eccentricity of
aperture positions relative €.)

Thus far we have considered subaperture positions that lie at either edge alongra horiz
tal diameter of a round (super) aperture as in Fig. 2.4. This is analogous to a binocular
arrangement. Actually, subapertures can be located anywitbie the superaperture
(henceforth, the term "aperture” refers to a subapert%r)e, Bne possible arrangement is in a
line along the diameter. If these apertures are presented in sequence,agitbmpanying
shear strain, we have the equivalent of the kinetic depth effect (KDE) delsbyib®allach and
O'Connell (1953). The linear sequence Witk accompanying shear strain is the same as the
alternating linear stereokinetic effect (SKE) described by Proffét. €1992). Defining the
superaperture as a line extending continuously by rotating around the nodal point in a circle or
part of a circle describes a more extreme kinetic depth effect. Transddting a line, a con-
tinuously moving aperture, with subsequent equal translation of the nodal point, produces
normal motion parallax, which is a KDE with a radius of infinity.

Apertures could be located around the rim of the superaperture, forming a circle (Fig.
2.25). If presented in a continuous circular sequencefg,d, As, . . . with corresponding
shear strains, the stereokinetic effect (SKE) will be produced (Musatti, 19843, iTis
apparent that selecting the appropriate aperture positions, with or without rel#ienshear
strains, can describe the conventional SFM effects. This same system caah toedesime an

SFM display.
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Figure 2.25. Circle of apertures.

2.4.2. ThePseudosaccade

An observer can become fatigued by watching a continually oscillating or rot&ivig S
display. Presumably this is due to the generation of predictive eye moveméetsc(®irt,
Smith, Lloyd, & Richens, 1982; Kelly, 1990). It has been assumed here that the disparity drive
(dy) is a function of the size of the differential and decays exponentially with tipe (E3).
The circular SKE has disparity shifts of equal amplitude spaced at equal timgss imgted
not be the case. It is possible to make an unprediaiédpéay shift pattern.

As discussed above, saccades can provide the retinal events that faclitdémamnce of
the coherence within and between the retino-cortical apertures. Also, saccades dmalbt nor
occur at regular intervals, but are quasi-random (Mates, 1978). A good model for such random-
ness is a Poisson distribution. Saccades also do not normally occur with a reguhr spati
pattern. By selecting aperture positions quasi-randomly from a circulampattéts of
different perceptually random lengths and directions will occur. The differinghiemgll

produce differing drive levels, which will allow differing times before démggown to the
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drive thresholdd,,,,), so differing times between shifts can be used. These related but variable
aperture shift lengths, directions, and times can be used to produce a pseudo-random sequence
of "pseudosaccades.” A true saccade results in a change in the position of the irhage on t
retina, but no change in the structure within the image itself (a Lie transimnmath uniform,
continuous differentials between images). The motion is synchronous across theeéintr

Motion parallax results in a structural change within the image. The pseudosacgade i
combination of the two, using the abrupt, synchronous transretinal change to provide coherence
to the structural image changes that provide disparities. It accesses th&atapdisparity
transformation capabilities of the CNS through a non-disparity mechanism (ioadisagbrupt

synchronous image changes).

2.4.3. GrossOffsetAffine ShearStrains

The SFM aperture shifts will be accompanied by affine shear strain shiftthatiche
nodal plane will remain parallel to the aperture plane, which is the surface ofglasy dis
Large stationary shifts can also be imposed as needed to provide static coupling tieoug
structure of the display (such as the vertical and horizontal offsets of thereakies Fig.
2.10). These shear strains can be measured with the same system used to sppeityitbe a
shifts, based oft. Such affine shifts could be up to 20% of the screen width (W), and can
provide a method for producing effective modest rotations of the display space. As these
would be shifts of the vectorfield, the actual perceived angle would be a function of depth

scaling.
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3. SCALING OF AFFINE SPATIAL STRUTURES

3.1.SCALING THE VECTORFIELD

The process of visual perception of spatial structure requires the scalaeiitbrfield
product § x V). Monocular factors develop the scalar figbdwhich scales the vectorfield,

In the absence of a scalar field, there are "system defaults the.gpecific distance tendency
and the equidistance tendency (Gogel, 1965, 1977), which serve as the scalar freld,
instance, the equidistance tendency provides a local scale that is based on thegs@fithi¢
image components without adequate depth information necessary to spatiallyesepegat
components.  Similarly, in the absence of an adequate vectorfield, a strong slchtzarfi
produce the perception of depth, due toSheV product. The visual system attempts to re-
move ambiguity (e.g., one cannot perceive lsttthes of a Nekker cube simultaneously). This
display depends on the interaction of the two compon&nis)(in the generation of a percep-
tual 3-manifold. The scalar fiel®, does not need to contain a scaling value for each point in
the vectorfieldV. If the spatial structure adequately integrates the space (as discussed below
Section 3.3.), then a relatively small number of points needs to be scaled, sinceathdeem

of the vector points will be scaled ratiometrically.

As discussed above (e.g., Nawrot & Blake, 1989, 1991), the SFM and binocular stere-
opsis processes converge. Both produce vectorfields, and both have a limited rangei-of dispa
ties over which they can produce vectorfields. The disparities range from aumitimeshold
(dn,ir) to @ maximumd,,,,,) before loss of correspondence between image features in motion
(Wehrhahn & Rapf, 1992; Chang & Julesz, 1983a, b) or stereopsis (Julesz, 1971). The tech-
niques of monocular scaling presented below can be used in either type of display. tiyor clari
in this paper, specific reference is made only to SFM vectorfields.

Accommodation and convergence are not significant cues in a visually rich erstiipnm

and they are not of concern in well-designed displays. Image focus may be of concern,
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however, as it is determined by the display. Spatial frequency manipulations inplag dan

direct the attention of the observer to a particular depth.

3.2.SCALING HIERARCHY

How is an affine structure scaled? How are the axes of the object scale® tela@ach
other? How are they scaled absolutely? To address these issues we carscedate a
hierarchy:

1. Sequencing

2. Ordination

3. Cardination

4. Metrification

5. Absolute Scaling.

Each level is more specific and requires the previous level(s) in order toeop€&heg roles of
generating factors in the scaling hierarchy can be arranged as in Table 3.1.

We can organize a discussion of this matrix according to scaling levels ogdeatiors.
| shall briefly explain each scaling level and how it is generated by the meksaling factors.

Some factors provide more than one level of scaling.

3.2.1. Sequencing

Sequencings simply a matter of establishing order without sign: which points are next to
which. The relative and absolute spacings are not necessarily well spechegectors from
structure-from-motion (SFM) and from the static fronto-parallel plane projecprovide more
than order; local relative spacing information is available in terms of thérigative vector
lengths. Unless provided in the structure, global relative spacings are nabkevaiRecall that
affine structures are unscaled in all three dimensions. Sequence does not inhdieatly de

order, e.g., which point is nearer the observer. Obviously the axes projecting onto the picture
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plane have a left-right specified. An ordinal sign change applied to the vectenrseethe
perceptiort. In structure-from-motion analyses (e Bennett et al., 1989), this reversal

problem arises frequently.

3.2.2. Ordination

Theordinal nature of the sequence is an ordered ranking (e.g., from low to high, front to
back, left to right, first, second, third . . . ) supplied from several sources, lesgynensn-
trast with depth, texture gradients, element size (which is a larger extaleetgradient that |
shall return to), interposition, and linear perspective. These give weak diméssilitay but
serve well to remove ambiguity about depth sequence. An ordinal ranking does not specify a
scale or relative distance, merely order.

The ordinal scaling can be local. A mask viewed from the inside at a modest distance
gently rotated, will often appear to be a face in relief, instead of the trua ifegived into the
surface, the opposite of bas relief) (Klopfer, 1991). The mask is viewed sterealbgapia
normal environment. The rest of the environment does not reverse in depth at the same tim
In fact, as discussed below (Section 3.3.), one of the tasks in 3-dimensional displaysdesign i
the integration of all local structures into a gross structure. This is done throwyhratical

structure.

*The separateness s#quencdrom order may be reflected in the ease of perception ofanimages and symmetry.
This also argues for the sequence aspect of vaattie fronto-parallel plane in the CNS, as thay be separately
reverse-ordered as fields.
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Table 3.1. Scaling hierarchy.

Scaling L evel
(@]
=
c| 8
olg|5|S|P
2l2|B|8|L
o|ls|c|l2|3
SR
. = Q
Scaling Factors il 8 =<
Disparity Vectors S \
Interposition S S
Perspective W M
Intensity M| S
Texture Gradient M
Element Recursion M & B
Isometric Motion V| §
Familiar Size VMW V| S
Ref. to Familiar Size w M
S = Strong W = Weak
M = Moderate V = Variable

Blank = Normally not applicable

3.2.3. Cardination

Cardinal scaling establishes the relatidistance between points, not simply sequence and

order. Cardinal metrics are relative scales witlnraxis or orientation, not between. One can
consider it a "rubber ruler." One can stretch it to span the space required, andittee relat
lengths of the intervals between points will maintain a constant ratio. Thesvettbe
vectorfield provide local cardination without ordination, or sign. Element size alsiules
cardination; often cardination and structure metrification are served by tedaezors. We

could take a single element and move it over the object as a little ruler, prawidiatyic for
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the structure. Killing (1892) usaexbngruenceto describe both cardination and metrification,

in which space and objects are intimately related:

Every object covers a space at every time. The space covered by one object
cannot simultaneously be covered by another object.

Every object can be moved. If an object covers the space of a second object at any
time, then the first object can cover the space covered by the second object at
any (other) time.

Every space (object) can be partitioned. Each part of a space (object) is again a
space. If Ais part of B and B is part of C, then A is part of C, where A, B,

and C may be either spaces or objects.

This model of movement of an element does not often fit the real world, however. As
discussed in Lappin and Wason (1991), illustrated in Figure 3.1 below, the multiple presence
of the same or similar elements within the scene can provide translatiomaésyrthrough
recursionof the same or nearly the same elements. In the real world these may be bricks in a
facade, shingles on a roof, siding on a house, leaves on a tree, etc., which serve as natural
metrics. In technological displays (e.g., mechanical engineering straisseisplays), the
finite elements can serve to provide the cardinal metrics. The elemenibettstove can be
perceived clearly. The elements that make up texture are difficult toyeenedividually,
serving primarily in the spatial frequency domain.

In the real world the boundary betwesardination within an axis andnetrification, rela-
tive scaling among axes, is not sharp. Analogous to moving a single element overdt@obje
tessellating the object with uniform tiles, one can move the rigid object. Romaogularly

the same throughout a rigid structure. Translation is the same throughout a rigidestris
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discussed previously, the coherence of the motion is critical. Motion, then, can s&rve as

recursive element, providing a basis for metrics of the structure.

Figure 3.1. Recursion figure from Lappin and Wason (1991).
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3.2.4. Metrification

Metrification is scaling amongrientations. This is a critical operation in the spatial
perception of metric structures. Essentially, a metric from one axis or tioentaust be
"carried" into another. A well-defined affine structure with metricallytatistically uniform
elements distributed throughout the structure can provide structural matific&urfaces can
constitute good structures for translating metrics between orientations. stfaciyires
inherently provide relative scaling between axes. An extreme example iattlcage" in

Fig. 3.2.

M- -
[ [
M) -]
[ [
M) -]

Figure 3.2. Self-scaling "Rat Cage."

In order to provide metrification through elements, the elements must be stiyciura
proximally related. Element recursions can have exact locations (e.g., brickegnak t
statistical characteristics. For example the statistics of théddisbns of sizing and spacing of
trees in a forest are relatively constant. Tree leaves are effettiments. They are of rela-
tively uniform size, structurally related, and have many different orienttiFor example,

stand near a tree or a shrub. Place yourself a distance away from the ndaasgjibaequal
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to the span of the tree's canopy width. Look at the leaves that are near, mid-ranggaand di
The immediate automatic perception is that the leaves are all the samé gzonly by con-
scious effort that one can see that the linear extents in the visual field ofvibe deathe far
side are one half of those at the near side. The visual field areas of the faasdeake one
guarter those of the near. These repeated, semi-randomly recursive visealt®iem con-
tinuous structure providdne metrics to scale the affine structure; they are not sizéd by
Molecular models depicted as links or sticks and balls have rather uniforrmedahe are
often randomly distributed in space and orientation.

As discussed above, motion can serve to carry metrics among axes. This isaplgrticul
true of rotations. Rotations and translations have been discussed extensively in hdppin a

Wason (1991).

3.2.5. AbsoluteScaling

Absolute scalings made through reference, typically familiarity. An affine structure does
not scale among axes. A metric structure does scale among axes but does not havenain inhere
absolute scale. Familiarity of objects or scenes provides scales eidutlydire., the object in
guestion is familiar, or through reference by proximity to and/or structuralomehip with
familiar objects. The scale associated with an object does not change as weocinange
position relative to it, as the structure and scaling are ebgessd.

An analogy to the independence of absolute scaling from structure is holography. A holo-
gram can be recorded with light of one wavelength and reconstructed with light arardiff
wavelength. The reconstruction holograph will have a different size than the lptiggna
reconstruction size is a function of the recording and reconstruction wavelengthdruttuzes

will be unchanged, however.
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3.3.STRUCTURE

3.3.1. GlobalStructure

We cannot perceive space directly, only through the objects that occuiplial
structureis the relationship between local structures in a global space. This is the past im
tant aspect of spatial structuring. Recall that the specifics of retinalicatas are not main-
tained in the visual system transformations of the retinal images. As toefiedds are essen-
tially local differentials, the display structure must be maintained witbkabstructure if the
spatial relationships among widely separated scene elements are to beegaroeictly
(Toet, 1987; Burbeck, 1992; Lasaga & Hecht, 1991; Wertheimer, 1938). This can be
accomplished with a hierarchy of structures from local to intermediate to glabpécts of
global spatial perception can be considered an extension of the same mechanismddieat prov
local structure. In a display, an affine structure needs to be established. Thisestsuc
generated by the coherence of motion in separated spatial regions and through the connection
and/or proximity of components. Many scenes inherently contain the necessary structure

Toet (1987) has describedhierarchical perception of spatial order, from local to global.
This concept can be incorporated into a hierarchy of spatial reference in the desaghagsdi
First, the features within an object must have a perceived spatial relgtiofi$tis has been
discussed above. Separated local structures do not inherently have a welkpgarlaion-
ship to each other. This relationship is established through a hierarchy of strucixstes. F
there are local relationships. These local relationships in turn relate to albighef struc-
ture. The entire structural "tree" relationship can be considered a hierasthyctiires. A
spatial structure that supports the relationship of local structures to a giabalrst should be
only as complex as necessary. The objective of a well-designed 3-D displayeidiibigon of
complexity while creating a metrically defined spatial structure. If¢baedisplayed does not

contain the related levels necessary, the spatial perception will be inaccura
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Figure 3.3. Cube of recursing elements.

Structure-from-motion, or stereo disparity, serves to create the affuntuses at all
levels of the hierarchy. The structures should be designed to create cleatieisayardless
of the direction of the disparity (horizontal, vertical, or oblique). Long line segroants
provide disparities only normal to their extension, and thus are less effectivelitmadefined
by short segments. The ends of the lines, or line "terminators," are featurevé¢hgd @
spatial location in all directions. A consistent element size can provide ¢adiaad
metrification on local, intermediate, and global scales. As an example, the culteddepic
Fig. 3.3 has equal element sizes for all three axes & 2). It is a simple, unified structure
with little visual clutter. The edges of the cube are formed from dashed lineglipgovi
uniform elements throughout. Although the cube is affinely shear-strained in an orthographi
projection, the result is a robust perception of a cube in depth, which is ambiguous in depth,
periodically reversing.

An example of a hierarchy of spatial structures will be useful. At the lowesd} &viso-
lated object, such as the small cube, needs to have an observable relationship with a loca

spatial feature. This feature has a spatial relationship with the next lealdupwthe scale of
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a structural spatial hierarchy. A small dot is a minimal local feature s k& lspatial relation-
ship with other dots arranged in a line spanning the depth of the display (Fig. 3.4). These dots

in space have been called "towers," since on a dark display they are similardreappeo

@ -

Figure 3.4.
Dot tower.

radio towers seen from a low-level aircraft at night.

The dot towers produce little spatial clutter. The tower can be located in spdive rtel
a larger structure; for example, the dashed cube described above serves aspatsfsiruc-
ture (Fig. 3.6). It spatially defines a significant volume.

The cube can be the top level of a structural hierarchy, spanning the entire volume of
interest. Cubes can be assembled into larger structures (e.g., Fig. 3.5), thus pgoeateg

spatial resolution of the enclosed volume.
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Figure 3.6. Two-level

structural hierarchy.

Figure 3.5. Three-level structural hierarchy.
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A rule in the development of a display spatial structure is "less is bettee.'stiucture of
space must be well-defined, however. As discussed above, objects will often embody enough
structure with adequate metric elements to obviate the need for other struéturasalysis of
the structure desired, as outlined above, will provide a basis for the design of digilmys
Smith, Grunwald, and McGreevy (1991) reported a study of the perception of the location of
aircraft symbols in a computer-simulated airspace. Aircraft weretae a coarsely
gridded ground field. One or two vertical risers projected from the field to eacaftir
Perception varied considerably as the line of sight relative to the ground vadddioAof a
second riser reduced, but did not remove, the variability in perceiving the angleitade alt
the symbols. Yeh and Silverstein (1991) reported similar errors in monocular and binocular
displays of geometric figures over a similar field. As the angle of the @r'selime of sight
became more parallel with the ground, the errors in perception of location and altithde of t
figures increased. Both studies yielded poor results in the subjects' perceptidrspétal
relationships. In both studies the volumes depicted were poorly defined from a structural
standpoint. The entire volumes were not structured, but only the ground. Symbols were refer-
enced to a structure that was not hierarchically continuous, there being only twwmfevel
structure, local and a partial global. An objective of this dissertation is the pordotivell-

defined space within which objects can be accurately localized and scaled.

3.3.2. Symmetries

Certain structures perform rotational coupling due to their symmetries. Rgguala
metric figures, e.g., cubes, tetrahedrons, tessellated spheres, rectagonacaurdstrith well
delineated equal scales of grids on the surfaces, have scales that are commarriamang
tions. These regularities can be the basis of unifying structures. Additioraibtusts that
contain interconnected elements of about the same size that are semi-randanteyl griovide

effective rotational coupling. Although this may seem to be a difficult condition ét, mhes
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quite common. For instance, stick-and-ball molecular models and finite-elemeastited

structures are self-scaling in depth.

3.4.PERSPECTIVE

For most implementations of perspective in spatial displays, there have been 8o consi
tent results in producing reliable, correct perceptions of spatial location anthtioieof
elements in space when perspective is used as a cue to depth (Ellis, Smith,aditzacis,

1989; Yeh, & Silverstein, 1992). As a general rule, SFM space, and, for that mattepsitere
space, should have les®ne-half to one-quarter—of the perspective present in the actual
distances and locations involved. A reduced representation of perspective ienbmsibtthe
perception of an affinely structured space, since the visual system scalepttihéom other
information and can benefit from the decrease in non-affine transformation inhefent in t
perspective mapping. The efficacy of reduced perspective in displays is eonsish the
finding of Cutting (1991) that the visual system is quite insensitive to distortiorts ddigne
transformations, including shear strains, but is sensitive to the non-affineidisaf
perspective.

For a perspective view to be effective, there needs to be a continuity in depth that
provides a continuum of near-affine transformations. In motion pictures, although the object
move ink;, the camera, projector, and viewer position subject that space to affine and non-
affine transformations. With no depth continuum such as a telephoto lens shot with no objects
at intermediate depths, the continuity is missing, and one affine space appearsto abut
significantly different space that is not a near-affine transformatioulfiresin perceptual
distortions. Extreme perspective, produced with the use of a short focal-lengthdates cr
significantly non-affine transformations, and should produce a less compelling mercg#pt
rigid, undistorted space in projection (Cutting, 1991). Let us move to a more formal discussi

of perspective transformations that can be used in the development of a display.
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The display depth space is normalized to the vectorfield. The use of perspectikesrequi
a method of mapping perspective space into a vectoriieldT o do this, mapping functions,
f » can be developed. We can consider that the vecto¥felds to span some specific depth
in perspective space (Fig. 3.A). has a span of\# , to -V , for whichV , defines the maxi-
mum vector length. The nodal plarhép, lies at the zero length vector. In a binocular system,
N , would be considered the plane of convergence, ahg might not equalV , as depth of
field for some people is greater in the crossed than in the uncrossed disparities.
The general format of the perspective mapping function can be modeled in three ways:
1. As a non-affine transform.
2. Locally, as an affine transform in all directions.
3. Intermediate, as a semi-affine transformation whereby z-axis is, affidex
and y have perspective compression with depth. This is a good model that

will be useful for most displays.
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Figure 3.7. Perspective depth span relative to vectorfield.

3.4.1. Non-affineTransformation

A non-affine transformation for perspective is a full modeling of perspectivéichvall
dimensional unit vectorsy, are compressed as depgh) (ncreases. The equation below is
written with the origin at the same location as the observer. A defined subspaceltznete

in the perspective space. The form of the mapping function transformation is:
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u'=upBle, i=1,2,3for Euclidean @& space, anit vector (Eg. 3.1)
Bi=k, 1=1,2,3. (Eqg. 3.2)
U; = unit vector in Euclidean spaca, = transformed vector.

3.4.2. Affine Transformation

By looking at the perspective depth span in Figure 3.7, one can see that for short depth
spans relative to the distance between the observer and the wiNdawer which there is no
significant change i, (x), & (y), ore; (z), a simple affine scaling function can be used. This
is a_localmodel of perspective with no perspective transformation or compression of the x and

y dimensions with depth. The z-axis transformation is affine:

u'=upB;, i=1,2,3for Euclidean & space. (Eqg. 3.3)

B =k (Eq. 3.4)

3.4.3. Semi-affineTransformation

For some intermediate depth spans,ahande, directions have a significant
perspective contraction with respecegp but depth can maintain a linear scale for normal
affine scaling by the monocular scalar fields. This is an intermediate modespépive.
The model can be considered a semi-affine transformation (z-axis affine, with >hawihg
perspective compression with depth). This model can be used for most display situtdions. |

rigorous form is:

(Eq. 3.5)

Bi=k,i=1,2and (Eg. 3.6)



kis an appropriate constant. A linear approximation can be made:

u' = upf,, where (Eq. 3.7)

_@/é——k%, i=1,2. (Eq. 3.8)

For either case there is no compression in the depth dimension:

B =1,i=3 (this is an affine transformation in depth). (Eq. 3.9)

The second form (Eq. 3.8) is the preferred one, as it more closely approximates anaa$ine t
formation through the use of a small valu&kofAs noted, perspective should be under

represented to approximate an affine transformation of space.

3.4.4. Applicationof Affining Levels

These three levels of representation of perspective can be applied in roughignigese
of depth spanszf) in terms of the major screen dimension (usually widi),
1. non-affine transform (full representatior)< W
2. affine transform:z, < 1/2W
3. semi-affinez, <W
There is overlap in thesdfining level ranges. Obviously the full non-affine transfor-
mation can always be used, but it is computationally more complex and often not required.
One of the forms of the semi-affine transformation can be applied instead of theinen-aff
transformation for anyg, of less than 1/2V. For depths of less than M2, the simple affine
transformation can be used, with no compression of x, y, and z for depth. The semi-affine
transformation will be used in most applications, and can be considered the "defaulibrondit

since it defines a roughly cubical space.
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4. EXPERIMENTAL METHODS

This dissertation has three objectives:

1. Creating the perception of 3-dimensional space from a 2-dimensional surface

2. Testing the hypothesis of the perceptual equivalance of affine spaces

3. Demonstrating that metric structuring largely controls the perceptiofirad af
spaces.
These objectives are related. A 3-dimensional display was generated by proffueing a
structure-from-motion (SFM). The perceptual equivalence of different affexees was dem-
onstrated within the display. The perception of the sizes of structures withinitleespifice
display was controlled with metric factors.
The experimental methods have two principal components: 1) the experimental design,
and 2) the display generation. Since the specifications for the experimentalistisplay
provide the basis for the hardware selected and the software design, the expedieséegria

will be discussed first.

4.1. EXPERIMENTAL DESIGN

According to the hypothesis, the metric scaling of an affine structure is theyrima
determinant of spatial structure. An hypothesis is that under appropriate conditions) one ca
generate an affine space independently of the scaling, or metrification, oftictirst A test
of the independence of metric processes in perception requires the independent manipulation of
affine structure and metrification. The independent variables of this experimshinciude
an affine manipulation and a metric factor. A dependent response that is variable and
potentially responsive to perceived metric structure is required.

The response variable should reflect a subject's perception of metric spdwaildte

guantifiable. A stimulus is required that does not have an inherent metric structarge A
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has an inherent metric structure. A pyramid does not have an inherent ratio of heigihfo

or aspect ratio The height of a pyramid relative to the width of its base is indeterminate when
viewed monocularly from the top (Fig. 4.1). This view projected onto a flat surfacel@sovi
inadequate information to determine the pyramid's aspect ratio, except (asdiiFig.

indicate that if the four faces are not equal, the structure cannot be flat.

Figure 4.1. The top view of a pyramid.

The pyramid was placed in an affine space and metric factors were applied. fibe met
structure was a square-front-faced rectangle of dashed lines. The stimubsnwpaised of a
pyramid centered in the metric structure, such as in Figure 4.2. The entire spabeavas
strained along the andy directions to make the dashed risers visible. Affine space was

generated using shear-strain structure from motion (SFM) as described gyevious
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Figure 4.2. A typical display stimulus.

The affine space was created with 256 levels in depth by defining the depth dimension as
an eight-bit variable @= 256). Three affine pyramids were used, with affine spans of 102,
160 and 240 levels. The spans were adjusted to match the ratios achievable for the metric
structures. These pyramids had affine height ratios of approximately 2/8/2Lor 1:(¥1.5):
(1x1.5x1.5) (Fig. 4.3). This is a logarithmic series, producing a constant perceptual déferenc
among pyramid levels according to Weber's law of proportionality of detegtabilit

Four levels of metric structures were used. These are illustrated in Fig. 4.#orfthe
and back planes are squares of 6.3 cm, with 6 dashes per edge. The space between dashes was
twice the length of the dash. The front face was 16 dash units wide and high. Metric level 1
had 4 dashes in depth, or a depth of 10 dash units. Metric level 2 had 6 dashes in depth (16
dash units), and metric level 3 had 9 dashes in depth (25 dash units). Metric levels 1 - 3
spanned the entire affine space of 256 levels. The metric level 0 had no depth; it was a squa

lying at the nodal plane.
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Figure 4.3. Profiles of the stimulus pyramids in affine space.

Gross static affine shear-strains in $1@X) andy (OY) directions were applied to the
affine space (Fig 4.5). These offsets were adjusted for each metric ldvéhauthe angle of
the metric structure risers would be constant in the display. The display hadneresodetion
of 1024x 768 pixels. The affine space with the metric level 2 was subjected to gross offset
affine shear-strains of OX = 36, OY = -20. The metric level 1 shear-straiesf@rand the
metric level 3 shear-strains were 1Y of metric level 2 (Table 4.1). Thisaingid the same
logarithmic series used in the metric structure and in the pyramid affind easfies. The

pyramid and metric structures were both subjected to the same gross offsstrsimesr
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Figure 4.4. The four metric structures.

90

e
R :
| — - - — |-
|
| | |
|
| | |
|
| | |
|
L - - —
o _ - .
L o _ _
M=0
M=1
. . T
| . | L |
L - L
| T
|
| | | |
|
| | | |
|
_ . | T
'\-;H-h "'\-_Hh | -
ot )
L _
M=2 M=3



Table 4.1. Metric level risers and offsets.

Metric Riser OX oy
Level Units
0 0 0 0
1 6 23 -13
2 9 36 -20
3 25 59 -31
r.— - - = T.
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Figure 4.5. Metric shear-strain offsets.
All structures were subjected to a semi-affine perspective transformathex and y
dimensions were reduced with increasing depth. The same perspective was aplplied to a

experimental conditions. The perspective was applied to affine space, as opposeid to metr

space. The affine space was transformed as if its depth were 7.5% of the distanbe fr
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subject to the screen. This is a very slight perspective transformatioered 8 prevent the
display from appearing distorted by a lack of perspective.

To provide clear separation of the metric structure and the pyramid, each wagedispla
in a different color. The pyramid was displayed in green, the metric structuriéoin.ye
Intensity decreased with increasing affine depth. The same intensity dejpity\was applied
to all affine spaces. The background was black.

Affine space was generated through small affine shifts. The small affiteddfiormed
the space in a manner shown in Fig. 4.6. These shifts were randomized in direction and timing.
A six-position aperture circle of radigsvas used, with the aperture positions equally spaced
around the perimeter (Fig. 2.25). This pattern produced three aperture shift Ienhth3E,
and Z. The size of the affine vectors was proportional to the sige Bbur affine shift radii
were used: 0, 2, 3, and 3.5 pixels, corresponding to affine levels 0, 1, 2, and 3. Affine levels 1,
2, and 3 maintained the same 1:1%: ratio among levels as was used in the pyramid lekels and t
metric levels.

Changing the aperture shift rad&ishanged the affine space. A larger radius increased
the vector lengths, consequently increasing the affine space depth. The affine depth of
structures embedded in the space changed with the space, as shown in Figure 4.7.

A relative shift duration of 1 follows an aperture shift of 1 unit. A shift two positions
around the aperture set has a relative magnitude of 1.732, and subsequently a retative tim
duration of 1.732. A three position shift, across the diameter, has a relative shitiuchagri
2 and a resulting duration of 2. If one considers saccades to occur randomly in time (Mates
1978), then the intervals between saccades can be modeled as having a Poisson distribution.
The timing of the pseudosaccades followed an approximately Poisson distribution of 3:3:2 for
the relative shift durations of 1, 1.732, and 2 respectively. A random sequence wagdenerat

from a total of 48 shifts. The computer program tested random sequences until it produced one
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in which all aperture positions were occupied an equal number of times, +1. Using the expo-
nential decay model of the disparity drive, the duration of time after a shift ades pnopor-
tional to the magnitude of the shift. The shortest shift used in the experimensalvasal 80

ms. The mean duration between shifts was 272 ms.

Figure 4.6. A shear-strain shift for producing affine structure.
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Figure 4.7. The same affine pyramid in two affine spaces.

Conceptually the gross offset shear-strains, depth intensity cueing, peespautimvcFM
pseudosaccadic affine shifts were applied to the affine space, and consequenstyuotaties
depicted in that space.

Subjects were asked to judge the aspect ratio of the pyramids. The respong$®) scale (
was a set of figures of ten pyramid profiles (Fig. 4.8). The aspect ratio of thepfodiin 1 to
9 spanned the same range as would be predicted for the stimuli presented. A pilot study with a
larger span indicated that an extended span was not necessary, as respondeaig bk wit
predicted span. Scale values 1, 3, 5, 7, and 9 corresponded to the figures actually presented.
Scale values 2, 4, 6, and 8 followed the logarithmic nature of the scale. Scale figgra O wa
line, indicating a flat figure. If subjects used the largest triangulardfeagyramid as the
basis for their judgments, the result would be to increase the mean response, as thew =0 v
of a pyramid face has the appearance of a scale level 2. This judgment base wolifghtyso s
collapse the scale.

The theoretical response (R) scale value of a pyramid can be calculated as:

R=2P+2M-3 Eq. 4.1
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The scale value of stimuli with metric levels of O is indeterminate; cesgly, it was

declared as 0. Based on the vector-scalar product model, an affine level of 0 als pmevide
adequate spatial information for aspect ratio determination. Note that aesedhleain

produced by several different combinations of pyramid and metric levels.

The use of the same ratio among pyramid levels, metric levels, and affilge leve
produced stimuli that had the same display image for different conditions. For ingtance
pyramid of level 2 in a metric space of 3 had the same image as a pyramid of treagh@tric
space of 2. Similarly, a pyramid of level 2 subjected to an affine shift of level 3nemeahe
same image transformations as a pyramid of level 3 subjected to level Zhffiae This
strategy of common multiples was intended to prevent the subjects from using thepiiay
image in a meaningful way in their judgments.

The three independent variables were used to produce a total of 48 conditions, each
represented once per block of trials:
- 4 affine aperture shift levels (0, 2, 3, 4.5)
» 4 metric levels (0, 4, 6, 9)
- 3 affine pyramid levels (102, 160, 240).

Subjects were first shown a demonstration of the SFM display. Three objects were
presented. The first was a green monochrome cube with all corners connected. The cube
spanned an affine space of level 2. Subjects were encouraged to visually exploreghe spa
The second presentation was of a stick model of a glucose molecule in a "chainirediofig
Two colors, green and yellow, were used. Finally, a full hierarchical structure 8fdashed
yellow cubes with a green pyramid in the lower center cube was presented. Thevgabject
instructed that he or she would be making judgments of the aspect ratio of the pyramid. All
subjects readily reported the spatial structures as three-dimensional, busabjedits saw all

pyramids as being completely within the metric structure.
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Figure 4.8. Response scale.
The scale for reporting the aspect ratio of the pyramid profiles.

Following the introductory demonstration, the subjects performed a practice blod¢k whic
included instructions (see sec. 8, Appendix). This practice ensured that all sulsgivtdre
the same instructions. Subjects were instructed to use the profile scalesipdeea on a
stand below the CRT display, facing the subject, to estimate the aspect ratipyhinée in
the display. Subjects responded by pressing an appropriate number key on a standard computer

keyboard. Non-numeric entries were not accepted; a low tone sequence denoted an in-
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appropriate response. Immediately after the keypress the screen was blatleedew pres-
entation was loaded into the computer memory and displayed. This required 10 seconds. The
trials were self-paced by the subject, with no time limit. The computer autathatecorded

the conditions and results.

Each subject responded to 3 blocks of 48 trials each. The trials were individually
randomized by the computer with no repeated blocks. Subjects were told at the start of the
experiment that they would have 3 blocks of trials with a five-minute break beh@eks.

The program instructed the subject to take the break at the end of each block. Thefdwere
that a block ordinarily took about 20 minutes to perform, but that they were under no time
constraints.

The experiment was conducted in a quiet office environment with lowered light levels
The subject was alone in the office; | was in the next room. The adjoining door was open.

Twelve unpaid volunteer subjects were drawn from my acquaintances, eightndles
four females, ranging in age from 32 to 65 years old. All use personal computers. eAll wer
currently enrolled in, or had completed, college. All subjects used appropriate viseat ¢
tion, if required. All subjects reported normal color vision. All subjects succhkyssfuh-
pleted the task. Use of human subjects was approved by the Institutional Review Board on

Research Involving Human Subjects at North Carolina State University.

4.2. DISPLAY

A display system was developed to implement the experimental design. The display

requirements include:

- The ability to present figures that are made up of linegectors (wireforms)

using any number of vectors

- Depth intensity cueing (4 bits)
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« The ability to move line positions and orientations by small amounts (< .5% of the

display width)

- Generation of gross and fine affine shifts in displayed structures

- Synchronous image change over the entire display

« Randomized presentation of six image frames

« Pseudorandom timing of shifts

Automatic data logging.

There are two general classes of display requirements: 1) image clistiastand 2)
timing. These considerations were addressed in the selection of the hardware asigithef de
the software. Although the principles developed above can be applied to forms with colored
surfaces, this study used simple vector drawings.

Producing an effective small-motion affine SFM display requires the atailppjot forms
as continuous lines that change in position and orientation by small amounts. The pixel resolu-
tion of a standard computer display would have unduly limited the resolution needed for the
experiment. Normal computer CRT displays are made up of dots in a rectilingarahatr
columns and rows. Images are plotted by changing the illumination level of eachpiel.or
Thus the image resolution appears to be equal to the size of the dots. This limitsateeichar
istics of a display due taliasing.

Aliasing produces an irregular appearance in lines drawn at any angle other than the
vertical or horizontal. Fig. 4.9 illustrates the problem. Lines generated at naamgigs are

produced as a series of steps. As the angle of the line changes, the pitch of thelsteps wil
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change. Thus, if the line undergoes a small rotation, small features are gkoertie lines

that change in a manner that does not reflect the actual behavior of the line.

e

Figure 4.9. Examples of pixel aliasing.

The amount by which a point can be shifted in such a pixel-plotted image is limited by
the size of the pixel. This is the pixel resolution of the display. There are two wayxrtve
the resolution of the display and also decrease the effects of aliasing: 13éntreacreen
pixel resolution, 2) use antialiasing techniques. Both were used to create anectisgtiay.

Antialiasing produces increased perceptual resolution, particularly under motion.
Antialiasing utilizes the fact that perceptual spatial resolution igegréean is specified by
spatial frequency (Burr, 1980). Antialiasing is achieved by plotting the centegbfri@ss of
a line. Flanking pixels are plotted at reduced intensity to decrease the disepsteThis
center-of-brightness plotting technique permits the movement of a line bydeshéhsize of a
pixel. This was used to achieve the small affine SFM image transformationscréba pixel
resolution was 1024 768. The computer program used a 2X subpixel plotting technique to
achieve antialiasing (Covington, 1990). Lines were plotted with a modification séfram's
line algorithm (Annino & Driver, 1986). The modification plotted in three dimensionsaw all
intensity modulation with depth, or intensity depth cueing. All images were precompdted a

stored on a hard disk.
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The two colors that were used, green and yellow, were stored in the graphics cakd digit
to-analog converter (DAC) look-up table. Each color was formed from a mixture of the phos
phor colors, red (R), green (G) and blue (B). Each phosphor color was defined with 6 bits,
providing 63 intensity levels for each phosphor. The display colors were generatedrigy mixi
the colors to provide different intensities with no hue change. Green was formed &ton a r
of R:G:B of 1:2:1; yellow was a ratio of 1:1:0. To provide gamma compensation for phosphor
response the summed intensities followed a logarithmic curve: | = K*Ln((DAC mod
64)+0)+M. A color calculation program took as input the level, M, for the lowest ityensi
and an offset, to create the curve between the minimum intensity and the maximuityintens
(127). A minimum of 45 and an offset of 10 provided good antialiasing and good depth-cueing.
All figures were plotted as lines (vectors) in depth, with decreasing intéosincreased
depths. Each pixel was defined by 1 byte: 6 bits of intensity, 2 bits of color. Only two colors
are used, using 127 of the 256 DAC values.

The display was presented on a NEC 4FGe 15" CRT color monitor. Because this
monitor does not have an etched screen, it provides a sharper image. The image sze on thi
monitor can be adjusted, as can the color balance. This is a good monitor for psychophysical
experiments. The display was fitted with a modified anti-glare filter. Theadlyticoated
antiglare filter was mounted in a bezel which slides onto the monitor. The filtertradsa
mission of 31%. To increase the display brightness ratio (DBR), the bezel wasd flainte
black. A 6"-deep visor was attached to the bezel. The inside surface of the @sdsova
painted flat black. The visor reduced the light falling on the bezel, increasin@®Réutther,
and on the screen, increasing the pixel contrast ratio (PCR). The resulting iazagieanp and

clear. The display surface was nearly invisible in an office with low light.
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The program was written in Borland Pascal 7.0 for an AT-compatible 486DX personal
computer with a clock speed of 66 MHz with 16MB of RAM. The computer had an ATI
UltraGraphics video card with 2MB of video RAM.

The timing requirements of the display process were unusual. As pseudosaccades with
pseudorandom timing were used for the aperture shifts, precise timing was noanyecess
the other hand, in order to maintain image change coherence over the entire scredre the ent
display image had to change at one time. These two requirements together creafsut-a
tunity for a cost-effective display. The image generation and the imageydibjlages can
proceed asynchronously.

Pixel-based computer video systems produce an image by reading a buffer memory over
and over for each frame refresh. Rather than attempt to produce a new image slauffam
within one frame refresh interval, one can produce the images in separate friareednd
then switch the frame buffer during the vertical retrace. This strategylpdoadequate time
to transfer an image into a frame buffer without loss of coherence in the image ahémg

displayed frame.
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5. RESULTS

5.1. GROUP RESULTS

A total of 1728 reponses were collected from 12 subjects. All subjects successfully
completed three blocks of 48 trials each. The subjects’ responses correlated withnbtt
match, the calculated heights of the pyramids (Fig. 5.1, Table 5.1). The subjects tended to
overestimate the heights of the pyramids, especially at the low end of the Bealmtended
mean height was 3.75; the subjects' mean response was &545824, Std. Error [S.E.] =

0.044).

Mean Response

Stimulus Presented

Figure 5.1. Mean responses to stimuli with std. dev.
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Table 5.1. Responses compared to stimuli presented.
Data from all subjects combined.

Stimulus Level Presented

0 1 3 5 7 9 Responses
Response 0 10 0 0 0 0 0 10
1 19 0 0 2 0 0 21
2 56 2 2 0 1 0 61
3 87 18 12 5 0 0 122
4 168 23 37 18 3 0 249
5 156 39 70 92 18 1 376
6 127 13 62 90 70 45 372
7 62 5 14 77 79 45 282
8 37 6 5 17 26 34 125
9 34 2 14 23 19 18 110
Presentations 756 108 216 324 216 108 1728

Most strikingly, the subjects' responses did not reflect the large number ol stith
metric (M) levels of 0. A metric level of 0 has a theoretical pyramid profion the
response scale. The mean of responses to stimuli with non-zero metric lev8l98¢b¢ =
1.577, S.E. = 0.044). This is larger than the mean of the non-zero metric level stimalEmea
5.00,0 = 2.310, S.E. = 0.064) . Clearly the metric = 0 stimuli did not produce an equivalent
number of responses near 0. The mean response for those stimuli with non-zero affine (A)
levels was 5.7330(= 1.724, S.E. = 0.048), again, considerably higher than the stimulus mean.

The main effect was that metric level and pyramid level were monotgnietdted to
mean response at all affine (A) levels. An increase in either variable, MpovdRiced an in-
crease in mean response level as measured with the pyramid profile scaleigrificence
was reflected in the ANOVA (F test) shown in Table 5.2, which indicates very low
probabilities that chance phenomena could account for the result. Affine level was only
dichotomously effective, with significance only between a zero and a non-zexo stat

Averaging the responses across all pyramid levels for the means of the redponse

metric levels and by affine levels reveals that the metric levet@fthe perception of the
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height of the pyramid compared to its base, as shown in the "Metric Means" plot in Fig. 5.2.
The greater the level of metric structuring, the greater the perceivgitt.h&iffine level

produced its greatest effect only between the zero and non-zero levels (Fig. 5.3rtiGgnv
the affine level to a dichotomous variable of 0 and 1 by substituting 1 for all non-zesodel/el
not change the significance in the factor analysis of variables (ANOVA)tliermultilevel p

< 0.0001, k 1719= 29.72) to the dichotomoup € 0.0001, k ;71g= 82.41) affine variable, and
did produce a significant small M*P interaction componert (005, F 1715= 4.31).

The subjects' responses to the metric = 0 condition (Fig. 5.3) were also diffenent fr
those to higher metric levels. With the 0 metric condition (Fig. 5.3), the resporeseritfs
among pyramid levels was small, though significant (see Table 5.2). Each poouriesFs.4
and 5.5 represents one of the 48 stimulus conditions and is the mean of 36 responses. The
effect of affine levels was also significant and larger than that of thenmytavel in the metric
= 0 condition. The estimated regression parameter for affine level (0.4852) ovéer gés
than for pyramid level (0.2847) at the 0 metric level. This was not true at highéer lents,
where both the F value and the estimated regression parameter were larf@r afftne level
(Table 5.2). Clearly the effects of zero affine and metric levels weretiff from those for
the non-zero levels. A model using each of the parameters as a main effeatiatisadly

significant < 0.0001, k 1719= 105.6), however.
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Figure 5.2. Metric and affine means of all responses.
Metric means are collapsed across affine levels, affine means
are collapsed across metric levels. Upper and lower 95%
confidence interval of the means shown. Each point is the
mean of 432 responses collapsed across pyramid levels and
subjects.
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Figure 5.3. A metric = 0 image.

An analysis of a subset of records that contain neither metric = 0 nor affine =0 level
(972 records) allows us to look at the effects of affine level and metric legehdin subject
of this dissertation. Selection of this subset is a reflection of both the dichotomowsafatur
the affine level and of the atypical appearance of displays with a 0 metiic Tehie subset
produces significant effects for both the metric lepek(0.0001,  gg5= 73.16) and the
pyramid level p < 0.0001, i gg5=97.01). As discussed in the experimental design, the
purpose of multiple levels of pyramid aspect ratios was to provide stimuli themhfect could
not recognize on the basis of their affine shifts. The metric and pyramid regrpasameters
were both significant (Table 5.2). With this subset of data, however, the affinegparavas
no longer significanty( < 0.2037, i gg5= 1.59) in the determination of the subjects’
responses. This was also reflected in the small estimated affine i@gEEsImeter. The M =
0, A = 0 condition reduced the effect of the pyramid independent variable to insignifiBance (

0.7876, b 195= 0.24), indicating that shading alone was inadequate to separate pyramid levels.
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Figure 5.4. Response means for each metric level.
Each plot has responses separated into the 3 pyramid levels. The
lower line is means for pyramid 1, the upper line is means for
pyramid 3.
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Figure 5.5. Response means for each affine level.
Pyramid levels plotted separately. In each plot, the lower line
is for pyramid level 1, upper for pyramid level 3. These are the

same data as in Fig. 5.4, arranged differently.
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Table 5.2. Parameter estimates and significance tests.
Analysis by metric groups and for all data grouped together.
Linear regression parameter estimates with T tests. F tests of
ANOVAs. Data from all subjects pooled.

All w/o
METRIC 0 1 2 3 All Metric = 0 or
Affine =0
records
Parametef - - - - 0.7586 0.6173
p<T|- - - - 0.0001 0.0001
p <F|- - - - 0.0001 0.0001
F3.17190= | F2,065= 73.16
188.62
PYRAMID
Parametef 0.2847 0.6667 0.6424 0.8333 0.6068 0.7130
p <TJ] 0.0092 0.0001 0.0001 0.0001] 0.0001 0.0001
p <F| 0.0340 0.0001 0.0001 0.0001 0.0001 0.0001
F2420= | F2,420= | F2.420= | F2,420= | F2,1719= | F2,065= 97.01
3.41 29.46 33.95 64.47 94.89
AFFINE
Parametef 0.4852 0.2537 0.2046 0.1759 0.2799 0.0895
p <TJ 0.0001 0.0001 0.0004 0.0012 0.0001 0.0814
p <F| 0.0001 | 0.0005 | 0.0007 | 0.0045 | 0.0001 0.2037
F3420= | F3,420= | F3,420= | F3.420= | F3,1719= | F2,965= 1.99
144.07 6.07 5.79 4.41 29.72

A more detailed analysis of the effects of pyramid level and affine letieivdach

metric level is presented in Table 5.3. To illustrate the dichotomous nature of@ffthe

these data do not include the A = 0 records. Without the A = 0 data, affine level was not
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statistically significant even within the M = 0 level € 0.0891, | 319= 2.44). These results

can be compared with those of M = 0 which include the A = 0 data in Table 5.2. The M=0, A
= 0 condition does not allow a reliable separation of pyramids by aspecprati6.0219,

Fs 319= 3.87). This result is not surprising, as there was inadequate information to make such
judgments. The only available relative depth information was the slight diffeia intensity

spans among pyramid aspect ratios. The effects of P and A were quite differestrbtitevM

=0 and the M > 0 metric levels.

Table 5.3. Analysis by metric level.
Affine levels greater than 0.

Metric Level 0 1 2 3
Pyramid 0.3380 0.6852 0.6343 0.8194
Param. Est.
p <T| 0.0057 0.0001 0.0001 0.0001
p <F| 0.0219 0.0001 0.0001 0.0001
F2'319= 3.87 F2'319= 25.16 F2'319= 27.88 F2'319= 47.49
Affine 0.2685 0.1389 0.0556 0.0741
Param. Est.
p<T|] 0.0278 0.1502 0.5164 0.3808
p <F| 0.0891 0.3483 0.8089 0.5997
F2’319= 2.44 F2’319= 1.06 F2’319= 0.21 F2’319= 0.51

The experimental design contains a confound. Each of the three non-zero metric levels
hasX andY shear-strain offset€)(X, OY) that are directly proportional to the metric depth, as
can be seen in Table 5.1 of the experimental design. This proportionality was intentignal, as

served to maintain a constant angle for the risers of the metric structure. eldfehes same
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riser angle at all times served to make the number of riser dashes, and tisebetiseen the
front and rear planes of the metric structures, effective metric factbiss, the offset slant
over the affine space of the metric structure is directly related to thie hegtl.

The pyramid top is offset from the center of the pyramid bottom in the image on the
screen by the slant of the metric offset. For each metric slant, the amount odoftfee
pyramid top is a function of the pyramid level. The three non-zero metric levels ahdethe
pyramid levels are each in multiples of about 1.5. Multiplying the metric slant, limethéor
the level 1 slant, by the pyramid level, normalized for pyramid level 1, producesnsigyop
offset value. This is an image variable, and not a function of affine level. Thersihap
between the image variable and the calculated pyramid height (Eq. 5.1) is ssednmaiiable
5.4. The correlation between the image variable and the scaled height of the pyfag60.is
The height scale is logarithmic. The correlation between the log of the imé@@lerand the
scaled pyramid height is 0.998. Thus, the image variable is a reliable predictaarafdoyr

aspect ratio.

The image variable is a significant factor in a model for the response whesemhiyy
an ANOVA (Table 5.5). The affine variable is dichotomous. As when the metric and gyrami
variables were used, the affine variable is significant for the A > 0 I&lklNo A = 0" data
in Table 5.5) only when the M = 0 level is included in the analysis. The A > 0 levels are only
significantly different in effect when there is no other basis (a non-zerccroeirage vari-
able) for scaling the pyramid height. This is consistent with a hypothesis of thaleqoévof

affine spaces.
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Table 5.4. Normalized pyramid image versus scale height.
H is the scaled height of the pyramid presented. Pyramid is the
pyramid level; Metric is the metric level.

Pyramid
Metric 1 H 2 H 3 H
1 | 1.000 1 1.569 3 2.353 5
2 |1.565 3 2.455 5 3.682 7
3 |2.565 5 4.024 7 6.035 9

Table 5.5. Image variable in ANOVA model.
The significance of the affine and pyramid variables when the
image variable is included in the model. The metric factor is
never significant.

Variables
Image Affine Pyramid
DATA F-Value P> F-Value P> | F-Value P>
ALL 153.64 | 0.0001 29.99 | 0.0001 5.75 | 0.0033
Fs.1715 Fs1715 Fp1715
NoA =0or 84.15 | 0.0001 1.59 | 0.2042 1.89 | 0.1700
M=0 Fa,062 F2.062 F1.062
NoA =0 108.36 | 0.0001 3.76 | 0.0235 6.62 | 0.0014
Fs.1284 F2.1284 F2.1284
NoM =0 109.65 | 0.0001 16.31 | 0.0001 1.88 | 0.1709
Fa1285 F3.1285 F1.1285
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The ANOVA above is based on a pooling of all subject data. Each subject responded to
each of the 48 conditions three times; therefore, a repeated measures ANOV Apsiaggr
As can be seen in Talieb, this analysis does not significantly change the results. Affine level
is a dichotomous variable. Affine level is not significant for those conditions irhvelflime

and metric levels are both greater than 0.

Table 5.6. Repeated measures ANOVA.

All Data Affine>0

Metric>0

Affine P > 0.0001 P>0.2478
F3'22: 25.23 F2,22: 1.49
Image P >0.0001 P >0.0001
F5‘22: 129.24 F4'22: 78.66

5.2. INDIVIDUAL RESULTS

The shortest time within which a subject completed a block of trials was 12 minutes, 53
seconds (CCH). The longest time was 55 minutes, 34 seconds (subject SAJ). The responses of
these subjects were not markedly different. A full factor ANOVA of individubjext
responses to all stimulus conditions and to only those conditions in which metric and affine
levels were both greater than zero is summarized in Table 5.7.

Affine level was significant < .05) for 9 of the 12 subjects across all of the data
records (Table 5.7). Responses of only one subject (JWK) demonstrated significdfige in a
level when the data for the M = 0 and A = 0 stimulus conditions were excluded from the analy-
sis. One subject demonstrated a significant effect of affine level in conditf@re neither

metric nor affine level were zero{E,= 10.07p <.0002). The regressed parameter estimate
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for this subject's affine level effect, 0.3333 (T tgsk 0.0002), was greater than for the entire

subject population (0.089p, < 0.08, N.S.) but still considerably less than the estimated

parameters for this subject's metric (0.740% 0.0001) and pyramid (0.9259,< 0.0001)

levels.

Seven of the subjects demonstrated a significant interagtien.Q5) between metric

and pyramid levels when all data were included; only three subjects showed aignific

interactions in the reduced subset. One subject (SAK) produced all possible mnsratien

all data were included, but had significance for only M, P, and the MP interaction in the

reduced dataset. Two subjects (GDN, WLL) produced no affine effects at any léwelfol

factor model, even in the full data set.

Subject
CCH
CSsJ
GDN
JSK
JWK
MBH
RLD
RNJ
SAC
SAJ
SAK
WLL

Table 5.7. Individual subjects' responses.
Results of an ANOVA with all factors in the model. Analysis
of full data set and subset of data with no Metric = 0 or Affine
= 0 stimulus records. X indicates a significance &f .05. M
= Metric, P = Pyramid, A = Affine; MP = Metric*Pyramid,
MA = Metric*Affine, PA = Pyramid*Affine, and MPA =
Metric*Pyramid*Affine interactions.

All Data No Metric = 0 or Affine = 0 Records
M| P |MP| A|MA|PA|IMPAl M| P |MP| A | MA| PA |MPA
X | X | X | X X X | X
X | X | X | X X | X
X | X | X X | X
X | X X X | X
X | X | X | X X | X | X X
X| X | X | X | X X | X | X
X | X X | X X | X
X | X X X | X
X | X | X | X X | X | X
X | X X X | X
X| X | X | X | X | X]| X]|X] X] X
X | X X | X
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6. DISCUSSION

6.1. CONCLUSIONS

The hypothesis in this dissertation is that the magnitude of the affine shift wik not
the major factor in determining the subject's perception of depth. Instead, affotarsis will
be independently scaled by metric factors. This hypothesis was reflected isult® rEor the
full set of data, which included both affine (A) = 0 and metric (M) = 0 conditions, the affine
variable was significant. When the data for the A =0 and M = 0 conditions were removed,
leaving three different non-zero affine levels, the affine variable was nerlsigmificant,
while the metric variable remained significant. The results support the hyigothés
presence of any affine depth produced by SFM improves the perception of depth.

The pyramid was scaled by the metric factors relative to the entire agjpth span.
Therefore, if the affine space was reliably scaled for depth, subjects should te able
differentiate among the pyramid levels. When M > 0, they could. However, when M =0,
subjects made much weaker and less accurate discriminations among pyvefsidW¢hen M
= 0, the regression coefficient for P was small (0.2847); when M > 0, the coefficient wa
considerably larger (0.7141). The pyramid (P) variable was significant in both dagbe M
= 0 condition, information is inadequate to scale the space. Evidently, subjects wereced
by the size of the affine SFM movement in making judgments as reflected bytike difigne
regression coefficient (for M = 0, coeff. = 0.4852; for M > 0, coeff. = 0.2054).

The experimental display was designed to produce strong metrics, using both the
surrounding structure and the shear-strain offset to provide metric information. obluetpof
the metric offset variable and pyramid variable created a confounding iméage vagable
which does not allow us to differentiate between the image metric and structticefactors.

The combined metric factors are significant.
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In this experiment a constant depth slant angle was maintained to provide a consistent
metric system. Norman and Todd (1993) found that affine changes in the picture plane
produced perceived distortions in the structure, although changes in the affine depth did not.
Although the principle of affine equivalence is presumed to apply in all directiongj\sgns
to changes in affine structure is not the same in all directions. When taking ahéistse
movie theater at the front row, side aisle, it takes a while to become acodistotne affine
distortions.

Tod and Norman's (1993) finding of sensitivity to affine transformations in the picture
plane is at variance with an observation with the affine SFM display of this meoeri When
the psueudosaccade shifts were operating, one can move 75° off of the normal to the screen
without a perceived distortion of the structure. Yet such a motion does produce a lagge aff
transformation of the retinal image.

The purpose of this dissertation was to investigate the relative effezdvef affine
level and metric level in the perception of spatial structure in displaysri¥Ctee roles of
metric and affine variables differ. The metric level is more importantdfizne level in
controlling the perception of the scale of a spatial structure. Any non-zero a¥ighe le
enhances the perception of spatial structure, but does not control its metrification. The
dichotomous effect of the affine variable supports the hypothesis that non-zerdeaffilseare
equivalent. Affine level alone, in the absence of metric factors, was not adegpeddtce a
reliable scaling of depth. The perception of spatial structure is non-Euclide@nisthe
disparity-based scale for depth.

The model of the perception of metric structure (Fig. 6.1) parallels the inttakfield-
scalar field model of Fig. 1.1. The significance is that the perception of metigtuse
involves an intermediate perception of affine structure which is subsequeiiljetie The

use of araffine intermediateis conceptually simpler than attempting to derive metric structure
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from disparity information alone. It allows the CNS to perceive a structure imdiepeof its
location relative to the observer, given adequate information to scale thes#fficiire. This
emancipates the observer from the computational difficulties inherent in tieppencof
structure from an egocentric viewpoint. One result of this perceptual prodesslslity to
perceive metric structure correctly in motion pictures viewed from tbet'fow, side aisle"

(Cutting, 1987) and in pictures viewed at a slant (Cutting, 1990).

Affine
Stcture

Metrics

Perception
of
Metric Structure

Figure 6.1. Perception of metric structure.

That the standard deviations of the subjects' responses to the non-zero metiic stimul
were smaller than the standard deviations of the stimuli themselves isdidatedency to
collapse responses to some mean value. This follows from the very small numlgeo’df "z
responses. Both of these results can be considered as analogous to a specificatisiamoe t
(Gogel, 1977).

When the metric level and/or the affine level are 0, the information does not adgquatel
specify a pyramid aspect ratio, yet subjects' responses indicate a non-zepti@eiof depth.

The stimuli had intensity modulation, being darker with greater depth. The 63 levedy of g
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scale in each color produced a perceptually continuous shading of lines that receded in depth,
such as the edges of the pyramid. The intensity span was constant for the affine depth and did
not vary for different metric levels. Thus, intensity provides a very wesdeeittiation among
the affine pyramids. Shading is not generally a strong factor for the perceptietriof shape,
however (Erens, Kappers, & Koenderink, 1993; Bulthoff & Mallot, 1988).

One cannot analyze the results of one particular experimental condition sedfanately
the context of the entire experiment. The M = 0 condition was presented in the context of other
pyramids which had clearly perceived depths. Subjects were predisposed to ganeaivds
as opposed to flat figures.

The original model of the perception of spatial structure was the product of a &dtorfi
and a scalar field (Fig. 1.1). If either vectorfield or scalar field is 0, then theiped depth of
a structure would be zero. Clearly, when either A =0 or M = 0, the subjects' resporeses wer
not zero. | propose that a zero affine level isthetsame as a zero vectorfield, and that a zero
metric level is nothe same as a zero scalar field.

It is useful to ask "What would a zero level of vectorfield or scalar fieldh@edhe
model of the CNS used here is a properties model, as opposed to a computational model. Such
a model is based on the physiological activity of neuropile. Physiological attasta base
level of randomness, i.e., of noise. This noise is a significant determinant of ttelthfesgel
of detection. A zero vectorfield or scalar field would imply a zero noise levest ig not
possible. The threshold field level is, therefore, non-zero. The threshold levelideseitme
effective residual field level, which is not zero. Thus, one can envision a notimasbold
vectorfieldand a non-zerthreshold scalar field The vectorfield and scalar field are
apertures.

In this experiment, the experience of viewing pyramids leaves a residual ntésa pat

the CNS consistent with a pyramidal structure. As What and Where are sgdacaied in
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the CNS, this pattern of residual activity, superimposed on a random physiologicdéweise
provides a residual vectorfield and/or scalar field. Thus, the M =0 and A = 0 expefimenta
conditions do not result in the perception of a flat surface. If the surface of the disgay
were apparent due to dirt or glare, a zero metric field would be generated, probablgsnogpre
the perception of depth to some degree.

From a theoretical standpoint the perception of spatial structure is different under
"reduced cue" conditions that do not provide adequate information for determining spatial
structure. Although the principal focus of this dissertation is the perception of spaiiture
from adequate information, it is interesting to note that subjectsediive depth when
information was inadequate, and therefore that the effects of the affine factuitar different
from its effects when adequate information is available. This summary istemsvith
Gibson's (1950) contention that one cannot draw conclusions about the nature of perception
from conditions that do not provide adequate information. In this dissertation | have-investi
gated how adequate information is used to perceive spatial structure. This ilflorcaatbe

directly applied to the display of spatial structures.

6.2. THE AFFINE INTERMEDIATE IN DISPLAYS

Effective spatial displays can be developed by using an intermediate afficteist

stage. The design of a 3-dimensional display can be achieved in three steps:

1. define the affine display space

2. map the spatial structure(s) into the affine space

3. develop metrics to scale the affine structure.
The affine space is defined in terms of the disparity that will generate he proposed shear-
strain SFM display, the affine space is defined by the front and back planes of makiifbtum s
In a stereoscopic display, it is defined by the maximum crossed and uncrossed stereo dispa

ties. Note that effective eye separation is not the principal variable. Thpartamce of the
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amount of eye spacing in stereoscopic displays is a result of the affine emgevatanciple,
whereby stereo disparity and convergence do not provide metric information in thecprete
other metric information. A stereo display is equivalent to the A > 0 condition in tha-exper
ment. The affine space is then scaled linearly by metric factors withinlitmgse The spatial
structure is mapped into the affine space by normalizing the depth to the limits fiirthe a
space, thus causing the spatial structure to span the affities depth.
The affine structure is then scaled through metric factors. These have bededéscr

Section 1, above. They are:

- Sequencing

« Ordination

« Cardination

« Metrification

« Absolute Scaling

Frequently displays do not have any affine strugharesebut must rely on the non-zero

threshold vectorfield implied from the random physiological noise in the CNS. In othés,wor
if the display is a flat screen with no disparity, strong image charaitergtich define its
spatial structure must be used for an effective display. Using a strong system in a zero
affine, or zero disparity, display will produce the perception of spatial strucitce,the
metric scalar field will interact with the non-zero threshold vectorfieglorbduce a perceived
non-zero metric structure. A display which does not incorporate all levels o€ isedfing is
apt to provide an unreliable perception of spatial structure and should be avoided. Thus the list
above provides a checklist for evaluating a proposed display. Any missing g will
degrade the reliability of the perception of structure in the display. A displhaffilhe
structure but no metric structure is ambiguous and will lead to a wide varietyceppens of

spatial structure by the viewer. A display with inadequate continuity in theustict
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hierarchy can also produce misperceptions. The experimental display applied tbéontledr
display space, but not to the pyramid directly. This reduced cue condition allowed some
subjects to occaisionally see the pyramid as in front of the metric structuseladipf tight
coupling between the metric structure and the pyramid may also be partially fiekgpforghe
under-reporting of the range of pyramid heights.

The importance of display metrics has been clearly demonstrated. A methodtiogcrea

an affine structure that is scaled by those metrics in a display has been ddethnstra

6.3. TOPICS FOR FUTURE RESEARCH

Research invariably raises more questions than it answers. The paraondtess f
pseudosaccade were selected for appearance. A more complete study of the ogitilmébas
as a function of display complexity, and of the optimal number and spatial distribution of aper-
ture positions would be fruitful. The pseudosaccades are based on affine shifts—what would
be the effect of simultaneous animation of the display? As animation would be asynchronous
and thus incoherent with the shifts: the two should proceed without conflict. Preliminary
studies indicate this to be the case.

The perception of spatial structure in the affine SFM display is quite robust. This
perception persists even when the display is viewed off-axis. Moving one's view§Fodrit-
axis does not produce a distortion in the perceived structure. Instead, the orientation of the
structure relative to the display surface appears to change. This striking andl @fiest
bears further investigation for the information it may provide about visual pesce$his
effect is consistent with a model of visual spatial perception via an afferenetaiate.

Although not as useful as a displagr se an exploration of the independent metrifica-
tion is of interest. This could be achieved by populating the display volume with randomly
oriented elements. For instance, randomly oriented line segments of equal lengtltetinal

the volume without producing the more effective cubic strucures used in this experiment
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These metric elements would not require the addition of a gross shear-stretinoofifie space,
removing the image confound.

Perspective is an promising area for further study. What is its effect?h\Mvispective
transformation is appropriate? As the depth extent of a display is increasedy adaspec-
tive transformation in mapping Euclidean space into the affine space is requiregersgbec-
tive transformation is inherently nonaffine, potentially reducing the effutiss of an affine
shear-strain SFM display. It will be interesting to find the depth of a displastuste that pro-
duces conflict between the requirements for affine transformations and the mesqusdor
perspective. One can presume that the conflict will result in the perception of gidhonri
structure.

These areas for future study have a common theme: the parallel growth in understanding
of the processes of perception and the development of effective interfacesnteivwesms and
technology. This is a valuable collaboration of interests. The power of knowledge is it

universality of applicability.

122



7. REFERENCES

Annino R., & Driver, R. D. (1986). Computer graphi&cientific and engineering
applications with personal computerdNew York: John Wiley & Sons.

Bell, H. B. & Lappin, J. S. (1973). Sufficient conditions for the discrimination of motion.
Perception & Psychophysics, 145-50.

Bennett, B. M., Hoffman, D. D., Nicola, J. E., & Prakash, C. (1989). Structure from two
orthographic views of rigid motionJournal of the Optical Society of America A, 6
1052-1069.

Bittencourt, P. R., Smith, A. T., Lloyd, D. S., & Richens, A. (1982). Determination of smooth
pursuit eye movement velocity in humans by compuidectroencephalography &
Clinical Neurophysiology, 54399-405.

Bracewell, R. N. (1990). Numerical transforn®&cience, 248697-704.

Braunstein, M. L., Hoffman, D. D., & Pollick, F. E. (1990). Discriminating rigid from
nonrigid motion: minimum points and viewRerception & Psychophysics, 4205-214.

Braunstein, M. L., Hoffman, D. D., Shapiro, L. R., Andersen, G. J., & Bennett, B. M. (1987).
Minimum points and views for the recovery of three-dimensional struciangrnal of
Experimental Psychology: Human Perception & Performance, B35-343.

Bilthoff, H. H., & Mallot, H. A. (1988). Integration of depth modules: Stereo and shading.
Journal of the Optical Society of America A, 8749-1758.

Burbeck, C. A. (1992). Separation discrimination with embedded targision Research,
32, 2295-2302.

Burr, D. C. (1979). Acuity for apparent vernier offs¥fision Research, 19835-837.

Burr, D. C. (1980). Motion smeaNature, 284 164-165.

Burr, D. C. (1980). Sensitivity to spatial phadésion Research, 20391-396.

123



Burt, P., & Julesz, B. (1980). Modifications of the classical notion of Panum's fusional area
Perception, 9671-682.

Busey, T. A., Brady, N. P., & Cutting, J. E. (1990). Compensation is unnecessary for the
perception of faces in slanted picturéerception & Psychophysics, 48-11.

Chang, J. J., & Julesz, B. (1983a). Displacement limits, directional anistrophy anidirect
versus form discrimination in random-dot cinematograxfision Research, 23639-646.

Chang, J. J. & Julesz, B. (1983b). Displacement limits for spatial frequencydfilteréom-
dot cinematograms in apparent motidrfision Research, 231379-1385.

Cornilleau-Péres, V., & Droulez, J. (1993). Stereo-motion cooperation and the use of motion
disparity in the visual perception of 3-D structuRerception & Psychophysics, 5223-
239.

Covington, M. A. (1990). Smooth view8yte, 15 279-283.

Crandall, S. H., & Dahl, N. C. (1959). Definition of strain componeAtsintroduction to the
mechanics of solidsNew York: McGraw-Hill.

Crombie, A. C. (1964). Early concepts of the senses and the ®aiehtific American,May
1964. Reprint #184. San Francisco: W. H. Freeman.

Curcio, C. A., Sloan, Jr., K. R., Packer, O., Hendrickson, A. E., & Kalina, R. E. (1987).
Distribution of cones in human and monkey retina: individual variability and radial
asymmetry.Science, 236579-582.

Cutting, J. E. (1987). Rigidity in cinema seen from the front row, side alisl#nal of
Experimental Psychology: Human Perception & Performance, B23-334.

Cutting, J. E. (1991). On the efficacy of cinema, or what the visual system did not evolve t
do. In Ellis, S. R. (Ed.Rictorial communication in virtual and real environmentgp.
486-495). London: Taylor & Francis.

124



Daubechies, I., Mallat, S., & Willsky, A. (1992). Introduction: Wavelet transforms and
multiresolution signal analysis. [Special isSUBEE Transactions on Information
Theory, 38 529-531.

DelLucia, P. R., & Hochberg, J. (1991). Geometrical illusions in solid objects under ordinary
viewing conditions.Perception & Psychophysics, 5847-554.

Diamond, A. L. (1979). Microsecond sensitivity of the human visual system to irregular
flicker. Science, 206708-710.

Dick, M., Ullman, S., & Sagi, D. (1987). Parallel and serial processes in motion detecti
Science, 237400-402.

Dodwell, P. C. (1983). The Lie transformation group model of visual perceRienception
& Psychophysics, 341-16.

Doner, J., Lappin, J. S., & Perfetto, G. (1984). Detection of three-dimensional structure in
moving optical patternsJournal of Experimental Psychology: Human Perception &
Performance, 101-11.

Dowling, J. E. (1987).The retina: an approachable part of the brainCambridge,
Massachusetts: The Belknap Press of Harvard University Press.

Eby, D. W. (1992). The spatial and temporal characteristics of perceiving 3-Ristrirom
motion. Perception & Psychophysics, 5163-178.

Ellis, S. R., Smith, S., Grunwald, A., & McGreevy, M. W. (1991). Direction judgement error
in computer generated displays and actual scenes. In Ellis, S. RR(Ehial
communication in virtual and real environment§p. 505-526). London: Taylor &
Francis.

Ellis, S. R., Smith, S., & Hacisalihzade, S. (1989). Visual directions as a metrituaf vi
space. IrProceedings of the 33rd Annual Meeting of the Human Factors Society.

Erens, R. G. F., Kappers, A. M. L., & Koenderink, J. J. (1993). Perception of local shape from
shading. Perception & Psychophysics, 5445-156.

125



Foley, J. T. (1991). Effect of an aperture on the spectrum of partially coherentlbiginhal
of the Optical Society of America A, 8099-1105.

Friedhoff, R. M. & Benzon, W. (1989)isualization New York: Harry N. Abrams.

Gagliardi, R. M., & Karp, S. (1976)Optical communications New York: John Wiley &
Sons.

Gazzaniga, M. S. (1989). Organization of the human bi&dience, 245947-952.

Gibson, J. J. (1950)The perception of the visual worldBoston, Massachusetts: Houghton-
Mifflin.

Gogel, W. C. (1965). Equidistance tendency and its consequdPsgshological Bulletin,
64, 153-163.

Gogel, W. C. (1977). The metric of visual space. In W. Epstein &abjlity and constancy
in visual perception: Mechanisms and procesgpp. 129-181).New York: John Wiley
& Sons.

Gogel, W. C. (1990). A theory of phenomenal geometry and its applicaff@mseption &
Psychophysics, 48 05-123.

Goodman, J. W. & Russell, F. D. (1971). Non-redundant arrays and postdetection processing
for aberration compensation in incoherent imagidgurnal of the Optical Society of
America A, 61 182-191.

Gray, J. (1989)Ideas of space: Euclidean, non-Euclidean and relativistgnd ed.). Oxford:
Clarendon Press.

Green, M., & Odom, J. V. (1986). Correspondence matching in apparent motion: evidence for
three-dimensional spatial resolutio8cience, 2331427-1429.

Green, D. M., Richards, V. M., & Onsan, Z. A. (1990). Sensitivity to envelope coherence.
Journal of the Acoustical Society of America, 8323-329.

126



Guth, S. L. (1991). Model for color vision and light adaptatiaurnal of the Optical Society
of America A, 8976-993.

Gwane, T. J., McClurkin, J. W., Optican, L. M., & Richmond, B. J. (1988). Lateral geniculate
nucleus neurons in awake behaving primates. Ill: Successful predictions of-a multi
channel model Abstracts, Society for Neuroscience, 18th Annual Meeti#§27.10,

309.

Harvey, L. O., Jr., Rentschler, I., & Weiss, C. (1985). Sensitivity to phase distorticarstrial c
and peripheral visionPerception & Psychophysics, 3892-396.

Henning, B. G. (1988). Spatial-frequency tuning as a function of temporal frequency and
stimulus motion.Journal of the Optical Society of America A, 3362-1373.

Henning, B. G. & Gaskell, H. (1981). Monaural phase sensitivity with Ronken's paradigm.
Journal of the Acoustical Society of America, 70669-1673.

Hess, R. F., Pointer, J. S., & Watt, R. J. (1989). How are spatial filters used in the fovea and
parafovea?Journal of the Optical Society of America A, 829-339.

Hildreth, E. C., Grzywacz, N. M., Adelson, E. H., & Inada, V. K. (1990). The perceptual
buildup of three-dimensional structure from motidterception & Psychophysics, 489-
36.

Hoffman, D. D., & Bennett, B. M. (1985). Inferring the relative three-dimensional posagfons
two moving points.Journal of the Optical Society of America A, 350-353.

Hoffman, D. D., & Bennett, B. M. (1986). The computation of structure from fixed axis
motion: Rigid structuresBiological Cybernetics, 5471-83.

Hogben, J. H., & Di Lollo, V. (1985). Suppression of visible persistence in apparent motion.
Perception & Psychophysics, 3850-460.

Hubel, D. H. & Wiesel, T. (1962). Receptive fields, binocular interaction and functional
architecture in the cat's visual corteJournal of Physiology, 160106-154.

127



Julesz, B. (1971)Foundations of Cyclopean perceptiorChicago: University of Chicago
Press.

Kaas, J. H., Krubitzer, L. A., Chino, Y. M., Langston, A. L., Polley, E. H., & Blair, N. (1990).
Reorganization of retinotopic cortical maps in adult mammals after lesione wdtina.
Science, 248229-231.

Kaiser, M. K. & Proffitt, D. R. (1992). Using the stereokinetic effect to convey depth:
Computationally efficient depth-from-motion displays. [Special Issue: VBisqlays].
Human Factors, 34571-581.

Katz, B., & Schmitt, O. (1940). Electric interaction between two adjacent nervs.fibe
Journal of Physiology, 97471-488.

Kaufman, L. (1974).Sight and mind: An introduction to visual perceptiorOxford: Oxford
University Press.

Kelly, D. H. (1969). Flickering patterns and lateral inhibitiodsurnal of the Optical Society
of America A, 591361-1370.

Kelly, D. H. (1981). Disappearance of stabilized chromatic gratiSggence, 2141257-1258.

Kelly, D. H. (1990). Moving gratings and microsaccadésurnal of the Optical Society of
America A, 7 2237-2244.

Killing, W. (1892). Uber die grundlagen der geometdeurnal fir die reine und
angewandte Mathematik, 109.28.

Klopfer, D. S. (1991). Apparent reversals of a rotating mask: a new demonstration tibnogni
in perception.Perception & Psychophysics, 4922-530.

Koenderink, J. J., & Van Doorn, A. J. (1991). Affine structure from motimurnal of the
Optical Society of America A,,877-385.

Korn, G. A, & Korn, T. M. (1968).Mathematical handbook for scientists and engineers
(2nd ed.). New York: McGraw-Hill.

128



Koskol, J. B. (1991). Effect of spatiotemporal jitter on time-sequentially sampbegkry.
Journal of the Optical Society of America A, 883-892.

Krekling, S. (1973). Some aspects of the Pulfrich eff€candinavian Journal of
Psychology, 1487-90.

Kuffler, S. W. (1953). Discharge patterns and functional organization of mammaiien ret
Journal of Neurophysiology, 1637-68.

Kulikowski, J. J. (1978). Limit of single vision in stereopsis depends on contour sharpness.
Nature, 275 126-127.

Lamb, T. D., & Pugh, E. N., Jr. (1990). Physiology and adaptation in rod and cone
photoreceptorsSeminars in the Neurosciences, 2-13.

Lappin, J. S. (1990). Perceiving the metric structure of environmental objects fraon amod
stereopsis. In Warren, R. & Wertheim, A. H. (EdBgrception and the control of self-
motion (pp. 541-547). Hillsdale, New Jersey: Erlbaum.

Lappin, J. S. (in press). Seeing structure in space-time. Publication in honor of G. Johansson's
80th birthday.

Lappin, J. S., & Bell, H. H. (1976). The detection of coherence in moving random-dot patterns.
Vision Research, 16161-168.

Lappin, J. S., Doner, J. F., & Kottas, B. (1980). Minimal conditions for the visual detection of
structure and motion in three dimensio®ience, 209717-719.

Lappin, J. S., & Love, S. R. (1992). Planar motion permits perception of metric structure in
stereopsisPerception & Psychophysics, 586-102.

Lappin, J. S. & Wason, T. D. (1987). The perception of geometrical structure from
congruence. In Ellis, S., Kaiser, M., & Grunwald, A. (EdSpatial displays and spatial
instruments(NASA Conference Publication 10032, pp. 18-1 - 18-15). Washington, D.C.:
National Aeronautics and Space Administration.

129



Lappin, J. S., & Wason, T. D. (1991). The perception of geometric structure from congruence.
In Ellis, S. R., & Kaiser, M. K.Pictorial communications in virtual and real
environments(pp. 425-448). London: Taylor & Francis.

Lappin., J. S., Wason, T., & Akutsu, H. (1987). Visual detection of common motion of
spatially separate point®ulletin of the Psychonomic Society, 2343.

Lasaga, M. |, & Hecht, H. (1991). Interactions of local features as a function of global
goodness and spacingerception & Psychophysics, 4201-211.

Lee, B. B., Pokorny, J., Smith, V. C., Matrtin, P. R., & Valberg, A. (1990). Luminance and
chromatic modulation sensitivity of macaque ganglion cells and human observers.
Journal of the Optical Society of America A, 2223-2236.

Livingston, M. & Hubel, D. (1988). Segregation of form, color, movement, and depth:
anatomy, physiology, and perceptiddcience, 240740-749.

Loeb, G. L., White, M. W., & Merzenich, M. M. (1983). Spatial cross-correlat®inlogical
Cybernetics, 47149-163.

Luckiesh, M. (1922).Visual illusions: Their causes, characteristics and applications.
Reprint. New York: Dover Publications, 1965.

Malik, J. & Perona, P. (1990). Preattentive texture discrimination with eaibyvis
mechanisms.Journal of the Optical Society of America A, B23-932.

Mallat, S. (1991). Zero crossings of a wavelet transfdEBEE Transactions on Information
Theory, 37 1019-1033.

Mallat, S., & Hwang, W. (1992). Singularity detection and processing with wavéiEE
Transactions on Information Theory, 38617-643.

Mallat, S., & Zhong, S. (1992). Characterization of images from multiscale elges.
Transactions on Pattern Analysis and Machine Intelligence, 740-732.

Marr, D. (1982).Vision. San Francisco: W. H. Freeman & Co.

130



Mates, J. W. B. (1978). Eye movements of African chameleons: Spontaneous saccade timing
Science, 1991087-1089.

Maunsell, J. H. R., Nealy, T. A., & DePriest, D. D. (1990). Magnocellular and parvocellular
contributions to responses in the middle temporal visual area (MT) of the Macaque
monkey. Journal of Neuroscience, 1,08323-3334.

McClurkin, J. W., Gwane, T. J., Richmond, B. J., Optican, L. M., & Robinson, D. L. (1988).
Lateral geniculate nucleus neurons in awake behaving primates. I: Respons&¥ & B&
patterns.Abstracts, Society for Neuroscience, 18th Annual Meetinit],27.8, 309.

McClurkin, J. W., Optican, L. M., Richmond, B. J., & Gwane, T. J. (1991). Concurrent
processing and complexity of temporally encoded neuronal messages in visual gercepti
Science, 253675-677.

Mead, C. (1989) Analog VLSI and neural systemsReading, Massachusetts: Addison-
Wesley.

Meister, M., Wong, R. O. L., Baylor, D. A., & Shatz, C. J. (1991). Synchronous bursts of
action potentials in ganglion cells of developing mammalian refatéence, 252939-
943.

Mignard, M., & Malpeli, J. G. (1991). Paths of information flow through the visual cortex.
Science, 2511249-1251.

Mingolla, E., Todd, J. T., & Norman, J. F. (1992). The perception of globally coherent motion.
Vision Research, 321015-1031.

Mirsky, R., & Jessen, K. R. (1990). Schwann cell development and the regulation of
myelination. Seminars in the Neurosciences, 223-435.

Moore, B. C. J., Glasberg, B. R., & Schooneveldt, G. P. (1990). Across-channel masking and
comodulation masking releas@ournal of the Acoustical Society of America, 87683-
1694.

Morgan, M. J. (1976). Pulfrich effect and the filling in of apparent motRerception, 5187-
195.

131



Morgan, M. J., & Thompson, P. (1975). Apparent motion and the Pulfrich eRecteption,
4, 3-18.

Morgan, M. J., Ward, R. M., & Hole, G. J. (1990). Evidence for positional coding in
hyperacuity.Journal of the Optical Society of America A, 297-304.

Mowalfy, L., Blake, R., & Lappin, J. S. (1990). Detection and discrimination of coherent
motion. Perception & Psychophysics, 4883-592.

Musatti, C. L. (1924). Sui fenomeni stereocinetici [On the phenomenon of a stereokinetic
effect]. As in Proffitt, D. R., Rock, I., Hecht, H., & Schubert, J., (19irnal of
Experimental Psychology: Human Perception & Performance , B&1.

Navon, D. (1983). Preservation and change of hue, brightness, and form in apparent motion.
Bulletin of the Psychonomic Society, 2131-134.

Nawrot, M. & Blake, R. (1989). Neural integration of information specifying stradtom
stereopsis and motiorScience, 244716-718.

Nawrot, M. & Blake, R. (1991). The interplay between stereopsis and structure framn.moti
Perception & Psychophysics, 4230-244.

Nobili, R. (1987). lonic waves in animal tissudzhysics Review A, 33901-1922.

Norman, F. J., & Todd, J. T. (1993). The perceptual analysis of structure from motion for
rotating objects undergoing affine stretching transformati®ssception &
Psychophysics, 5279-291.

Okoshi, T. (1976).Three-dimensional imaging techniguesNew York: Academic Press.

Ono, H., & Steinbach, M. J. (1990). Monocular stereopsis with and without head movement.
Perception & Psychophysics, 4879-187.

Petersik, J. T. (1987). Recovery of structure from motion: Implications for a iparice
theory based on the structure-from-motion theorexception & Psychophysics, 42
355-364.

132



Petersik, J. T., & Rosner, A. (1990). The effect of position cues on the appearance of stimulus
elements in a bistable apparent movement disgPayception & Psychophysics, 4880-
284.

Poggio, T., & Girosi, F. (1990). Regularization algorithms for learning that are &qiita
multilayer networks.Science, 24,/978-982.

Proffitt, D. R., & Kaiser, M. K. (1991). Perceiving environmental properties fromomoti
information: minimal conditions. In Ellis, S. R., & Kaiser, M. K., (EdBi}torial
communications in virtual and real environmen{gp. 45-60). London: Taylor &
Francis.

Proffitt, D. R., Rock, I., Hecht, H., & Schubert, J. (1992). Stereokinetic effect andhitiomel
to the kinetic depth effectlournal of Experimental Psychology: Human Perception &
Performance, 183-21.

Ratliff, F. (1965). The Mach bands: Quantitative studies on neural networks in the retina.
New York: Holden-Day.

Reichart, W. (1971). Autocorrelation: A principle for the evaluation of sensory infionrat
the central nervous system. In Dodwell, P. C. (ERE)ceptual Processingop. 130-144).
New York: Appleton-Century-Crofts.

Reynolds, G. & Skinner, T. (1964). Mutual coherence function applied to imaging through a
random mediumJournal of the Optical Society of America A, 54302-1309.

Richards, W. (1985). Structure from stereo and motlmurnal of the Optical Society of
America A, 2 343-349.

Richmond, B. J., McClurkin, J. W., Gwane, T. J., & Optican, L. M. (1988). Lateral geniculate
nucleus neurons in awake behaving primates. Il: Temporal modulation is more important
in LGN neurons than ganglion cell fiberAbstracts, Society for Neuroscience, 18th
Annual Meeting,#127.9, 309.

Robson, J. G. (1966). Spatial and temporal contrast sensitivity functions of the viseral sys
Journal of the Optical Society of America, 56141-1142.

133



Ruelle, D. (1989).Chaotic evolution and strange attractorsCambridge: Cambridge
University Press.

Sagi, D. & Julesz, B. (1985). "Where" and "what" in visi@tience, 2281217-1219.

Saidpour, A., Braunstein, M. L., & Hoffman, D. D. (1992). Interpolation in structure from
motion. Perception & Psychophysics, 5105-117.

Saleh, B. E. A., Tulunay-Kessy, U., Ver Hoeve, J. N., & Hom, M. (1991). Dynamics of
adaptation for vision with a stabilized imag#ournal of the Optical Society of America
A, 8 1172-1181.

Sary, Vogels, & Orban (1993). Shape responses in the inferior temporal (8cterce, 260
995-997.

Schneider, B., & Moraglia, G. (1992). Binocular unmasking with unequal interocular contrast:
the case for multiple Cyclopean eyd&erception & Psychophysics, 5839-660.

Shapley, S. & Victor, J. (1986). Hyperacuity in cat retinal ganglion cBt&ence, 231999-
1002.

Shou, T., & Leventhal, A. G. (1989). Organized arrangement of orientation-sensitive rela
cells in the cat's dorsal lateral geniculate nucléasirnal of Neuroscience, 94287-
4302.

Snyder, A. W., Bossomaier, T. R. J., & Hughes, A. (1986). Optical image quality and the cone
mosaic. Science, 231499-501.

Stanford, L. R. (1987). Conduction velocity variations minimize conduction time difference
among retinal ganglion cell axonScience, 238358-360.

Steinberg, B. S. (1976Principles of aperture & array system design: Including random and
adaptive arrays.New York: John Wiley & Sons.

Stewart, 1. (1989)Does God play dice?: The mathematics of cha@xford: Basil Blackwell.

134



Stigmar, G. (1971). Blurred visual stimuli. II: The effect of blurred visualudtiom vernier
and stereo acuityActa Ophthalmologica, 49364-379.

Stoner, G. R., & Albright, T. D. (1993). Image segmentation cues in motion processing:
Implications for modularity in visionJournal of Cognitive Neuroscience,,329-149.

Stork, D. G. & Wilson, H. R. (1990). Do Gabor functions provide appropriate descriptions of
visual cortical receptive fields3ournal of the Optical Society of America A, 1362-
1372.

Synge, J. L., & Schild, A. (1949)Tensor Calculus Reprint. New York: Dover Publications
(corrected ed.), 1978.

Tittle, J. S., & Braunstein, M. L. (1993 ). Recovery of 3-D shape from binocular disparity and
structure from motionPerception & Psychophysics, 5457-169.

Tobias, L., Volckers, U., & Erzberger, H. (198%}ontroller evaluation of the descent advisor
automation aid. (NASA Technical Memorandum, #102197). Washington, D.C.: National
Aeronautics and Space Administration.

Todd, J. T. (1984). The perception of three-dimensional structure from rigid and nonrigid
motion. Perception & Psychophysics, 387-103.

Todd, J. T., & Bressan, P. (1990). The perception of 3-Dimensional affine structure from
minimal apparent motion sequenc&®erception & Psychophysics, 4819-430.

Toet, A. (1987).Visual perception of spatial orderUnpublished doctoral dissertation,
University of Utrecht, Holland.

Uehara, F., Matthes, M. T., Yasumura, D., & LaVail, M. M. (1990). Light-evoked changes in
the interphotoreceptor matrixscience, 2481633-1636.

Van Essen, D. C., Anderson, C. H., & Felleman, D. J. (1992). Information processing in the
primate visual system: An integrated systems appro&clence, 255419-423.

Wallach, H., & Centrella, N. M. (1990). Identity imposition and its role in a stereakineti
effect. Perception & Psychophysics, 4835-542.

135



Wallach, H., & O'Connall, D. N. (1953). The kinetic depth effelturnal of Experimental
Psychology, 45205-217.

Waxman, S. G. (1980). Determinants of conduction velocity in myelinated nerve fibers.
Muscle Nerve, 3141-150.

Wehrhahn, C., & Rapf, D. (1992). ON- and OFF-pathways form separate neural substrates for
motion perception: Psychophysical evidendeurnal of Neuroscience, 1,22247-2250.

Wertheimer, M. (1938)A Source Book of Gestalt PsychologyW. D. Ellis, Trans.).
London: Routledge & Kegan Paul.

Westheimer, G. (1975). Visual acuity and hyperacuityestigative Ophthalmology and
Visual Science, 14570.

Weyl, H. (1918/1921) Space Time Matte(4th ed.), (H. L. Brose, Trans.) Reprint. New
York: Dover Publications, 1952.

Wiesel, T. N., & Hubel, D. H. (1965)Journal of Neurophysiology, 281029.

Williams, J. M., & Lit, A. (1983). Luminance-dependent visual latency for the Hesd gfie
Pulfrich effect, and simple reaction tim¥ision Research, 23171-179.

Wilson, F. A. W., O'Scalaidhe, S. P., & Goldman-Rakic, P. S. (1993). Dissociation of object
and spatial processing domains in primate prefrontal coeience, 2601955-1958.

Wilson, J. A., & Anstis, S. M. (1969). Visual delay as a function of luminaAoeerican
Journal of Psychology, 82350-358.

Wylie, C. R., & Barrett, L. C. (1982)Advanced engineering mathematicdNew York:
McGraw-Hill.

Xu Jing-Hua, & Li Wei (1986). The dynamics of large scale neuron-glia network and its
relation to the brain functions (I)Communications in Theoretical Physid8eijing,
China) 5(4), 339-346.

136



Yang, X., & Wu, S. M. (1989). Modulation of rod-cone coupling by lightience, 244352-
354.

Yeh, Y. Y., & Silverstein, L. D. (1992). Spatial judgments with monoscopic and stereoscopic
presentation of perspective display$uman Factors, 34 583-600.

137



8. APPENDI X

PROGRAMMED INSTRUCTIONS TO SUBJECT

INSTRUCTIONS

The purpose of this experiment is to explore
the effects of viewing conditions on the
perception of size. In this experiment,

there are no "right" answers.

Press any number to continue...
(Key press pages to next screen)

This experiment will present different pyramids

and other structures. You will be asked to

estimate the ratio of the height of each pyramid

to the width of its base. You are not judgingthe absolute size, just the ratio of height to
width

Press any number to continue...
(Key press pages to next screen)

The rating scale is a set of pyramid profiles

in a numbered sequence. Estimate which pyramid
most nearly approximates the height-to-width

ratio of the displayed pyramid.

Enter your estimate by pressing the
appropriate number key (either set).

Each block of trials is randomized differently.

Press any number key when you are ready to begin.

Press any number to continue...
(Key press clears screen, starts practice trials.)
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